












Figure 6. Macros of the four textures available for ex-
ploration: bubble wrap (top-left), broken glass (top-right),
wooden board (down-left), cracked ground (down-right).

finger, to avoid the metaphor of writing and facilitate the
full experience of touch.

Visitors could browse the available textures on the dis-
play by positioning a token on one of the four switches
located on the table top, each associated to one side of the
shell. The switches were implemented as simple open cir-
cuits painted on paper with conductive ink 4 . In Figure 7
it is possible to observe the two rounded electric terminals,
placed at the centre of the wooden surface, and the token
positioned on the bubble wrap texture.

Finally, users could record their voice by approaching a
clearly-visible digital audio recorder, and engage in direct
explorations of their sketches.

Figure 7. Top of the installation with tablet, stylus and
audio recorder. The rounded token with the red led allows
to browse and switch between the four textures.

In order to achieve the co-location of visual, auditory and
haptic feedback, two small loudspeakers were placed on
a shelf just below the tabletop. However, given the pres-
ence of a loud background noise, we reinforced the au-
ditory feedback by adding an active speaker, which was
placed on the bottom of the box. As a result, the friction

4 The conductive ink and the magnetic led component are
part of the Circuit Scribe system: http://www.123dapp.com/
circuitscribe .

sounded darker than what one would naturally expect from
real-world situation. The haptic feedback was also rein-
forced accordingly.

5.2.2 Observations

We filmed the interaction with the installation by the most
engaged visitors (12, 7 male and 5 female, average age 30),
i. e. those who lingered enough time to acquire a basic
understanding of the system and of its features. Environ-
mental noise made comments almost inaudible, nonethe-
less several interesting comments were extracted. For in-
stance, a professor of modern art history advocated the
application of the Sketch-a-Scratch framework to the en-
hancement of navigation experience in art galleries for the
visually impaired. Regarding the movements the visitors
employed, different styles of interaction were displayed
(see Figure 8), from the regular, neat stroke of a painter
to the irregular touch intensity shown by non-trained indi-
viduals.

Figure 8. Different styles of interaction employed by vis-
itors. From top left, clockwise: vertical popping, painter-
like slanted stroking, quick scribbling, slow crossing of the
texture’s features.

In general, the installation was positively received. Di-
rect observations of the visitors performing on Sketch-a-
Scratch revealed a variety of personal and creative explo-
rations. For instance, many users challenged the expres-
siveness of the local deformation of the image at the tip of
the stylus and started “popping” the virtual surface. This
behavior was especially evident in the case of the bubble
wrap texture where users try to mimic the usual behavior.
Many visitors commented the “popping” on virtual bubble
wrap as an accurate and fun experience. Other users fo-
cused on the responsivity and fidelity of the feedback, e.g.
by crossing slowly the cracks on the glass texture. Some
minor latencies were reported. However, this can be at-
tributed not only to the system, but also to the larger size
of the “eraser” tip (compared to the pen tip), which reduces
the friction on the display, though at the cost of a less ac-
curate detection of the impacts. In addition, among the
three sensory feedbacks, the haptic feedback took by sur-
prise most of the users, at the same time being assessed as
the most effective.

The auditory feedback was well received too, although



most of the comments were spurred by the vibrotactile
feedback. Residual inaccuracies in the auditory response
were not deemed as important, thus suggesting that users
were more focused on visuals and haptics than on sounds.
However the presence of a coherent sound played a role in
augmenting the immersiveness of the experience. Specif-
ically, the images were more appreciated as a navigation
guidance than as a feedback source. The local distortion at
the contact point of the tip on the surface went barely no-
ticed, although they were crucial in letting the ”popping”
affordance emerge.

The audio sketching mode was received with milder in-
terest due to its lower degree of immediacy, especially when
the visitors were prompted to expose their body and voice
in public. Most users were more prone to attend demon-
strations of vocal sketching than to try it themselves in
presence of others. Nevertheless, the audience was in-
trigued by the potential of the sketching tool and of the pos-
sible development and applications. Moreover, comments
stressed a generally clear understanding of the causal link
between the vocal gesture and its visual rendition: after
a brief explanation, the visitors could recognize the vi-
sual impression of simple vocalizations, such as sustained
sounds, rhythmic patterns, trills, etc.

6. CONCLUSIONS AND FUTURE WORK

We introduced Sketch-a-Scratch, a multisensory tool for
probe-mediated sketching and exploration of augmented
surfaces. The tool is currently being exploited as a frame-
work to investigate the perceptual and cognitive aspects
involved in the probe-mediated experience of (virtual) sur-
faces, and to expose the affordances and inherent expres-
siveness of this kind of interaction for design purposes and
performative uses.

The rendering of this experience in virtual environments,
such as ordinary interactive flat visual displays, requires
effective strategies of augmentation, in terms of both actu-
ating technology and design choices in feedback manipula-
tion. In Sketch-a-Scratch, a strategy based on a physically-
informed approach to sound synthesis and pseudo-haptics
resulted effective in conveying the salient aspects of con-
tact phenomena such as scraping and rubbing.

At the same time, the experiences collected with the cur-
rent configuration of our tool, and in its diverse contexts
of use, also highlighted the limits of virtualization. Coher-
ent multisensory stimuli certainly increase naturalness in
the interactions with virtual surfaces, resulting in a higher
expressiveness during creative efforts. However, the actual
lateral forces that are experienced when scraping a real sur-
face with a tool remain hard to reproduce with sensory illu-
sions; in addition, the visual feedback plays a predominant
role over auditory and haptic feedback in trajectory-based
tasks [5]. On this standpoint, we will investigate the ef-
fectiveness of our vibroacoustic augmentation approach of
flat displays in conjunction with 3D textures. In particu-
lar, by superimposing a thin 3D texture on the display, the
two-dimensional information (i.e., speed and location of
the stylus) extracted by the Wacom can be integrated with
the stylus information (i.e., tilt and force) deriving from

the actual interaction with the real asperities of the over-
lay. We are currently making some explorations with 3D
textures of few millimeters of thickness. For example, Fig-
ure 9 shows a three-dimensional realization of the four vo-
cal imitations depicted in Figure 3. A 3D print of this tile
was already used in public demonstrations to sensitize the
participants to “real” probe-mediated texture exploration
and to give a concrete example of what “scraping a vocal
sound” means in practice [21].

Figure 9. Rendering of the 3D printed texture representing
the profiles derived from the sound-to-image transforma-
tions depicted in Figure 3.

Sound and vibration can be exploited to enhance the ex-
perience of creative acts such as painting and drawing, when
these activities are performed on interactive surfaces. In
addition, the stylus could be used not only as a probe, but
also as an active tool for texture manipulation. A designer
might wish to flatten or curl a region of the virtual surface,
or to displace it. Finally, the integration of vocalizations in
the sketching process might lead to a scenario where voice
and hands are in a continuous conversation, thus collabo-
rating seamlessly in the molding of the creative result. In
this respect, Sketch-a-Scratch is a modulator of problem
space, and serves as an open workbench for our design re-
search in virtual texture modelling.
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