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Abstract 

Subthreshold toxic effects of atrazine and three degradates on behavior in  

Procambarus clarkii 

 

By Carol B. Starkey 

Atrazine is among the most heavily applied pesticides worldwide, and recent evidence suggests 

that it may be unsafe at environmental levels. It is a known endocrine disruptor and a suggested 

neurotoxin. The US EPA Maximum Contaminant Level (MCL) is 3 µg/L for human ingestion 

and 200 µg/L for limited human exposure. Several environmentally persistent degradates have 

been identified, including deethylatrazine (DEA), deisopropylatrazine (DIA) and 

hydroxyatrazine (HA). No MCLs have been established for these degradates, although some are 

suggested toxins. Thus, there remains concern for the risk associated with the presence of 

atrazine and its degradates in the environment. Currently little data exist describing sublethal 

effects of atrazine and its degradates. Fortunately, toxicological research has evolved past 

dependency on mortality measures to incorporate sophisticated behavioral studies that can 

elucidate the effects of sublethal exposure to toxins. The goal of this research was to use such 

parameters to quantify the subthreshold (below the level at which harm is immediately detected) 

toxic effects of atrazine, DEA, DIA and HA on learning and behavior in Procambarus clarkii 

(red swamp crayfish), a sensitive bioindicator species. Crayfish were placed in an aquatic T-

maze (classic method to test cognitive ability) with a food reward in a side arm. Various 

behavioral endpoints were recorded over repeated trials, including time to reward, time to reward 

arm, percent of crayfish to not locate reward arm, time spent in the under cover area, and time 

needed to complete ~180° turnarounds. Concentrations of the chemicals tested represented an 

environmentally realistic range. Each treatment level of atrazine, DEA, DIA and HA resulted in 

significant deficits compared to control for at least two behavioral endpoints. Furthermore, a 

nonmonotonic dose-response was observed for atrazine. Based on these results, crayfish exposed 

to atrazine and each degradate at low, biologically relevant doses had impaired boldness and 

explorative behavior compared to control. Thus, crayfish exposed to these contaminants in 

natural environments will have impaired abilities to locate food, find mates, and avoid predation, 

which will have a profound impact on their ability to survive. These implications extend beyond 

crayfish, a keystone species, to include any species that rely on them as a food source or as a 

source of vital energy to the ecosystem via their roles as detritus shredders.  
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Chapter 1. Introduction and Background 

1.1. Introduction 

Non-point source pesticide contamination from agricultural areas is one of the greatest 

causes of surface water pollution worldwide (Gangbazo et al., 1999). Atrazine is the most 

heavily used herbicide in the United States (Rebich et al., 2004; Weiner & Sandheinrich, 2010), 

with an average of 51 million pounds (23.13 million kg) of the active ingredient applied per year 

(Graziano et al., 2006). It is degraded in the environment through several biotic and abiotic 

mechanisms to form many degradation products, or degradates, predominantly deethylatrazine 

(DEA), deisopropylatrazine (DIA), and hydroxyatrazine (HA) (Battaglin et al., 2003; Lerch et 

al., 1998). Atrazine and its degradation products can persist for years and are among the most 

frequently detected contaminants in aquatic systems (Seeger et al., 2010; Rebich et al., 2004; 

Lerch et al., 1998; Battaglin et al., 2003).  

The US Environmental Protection Agency has found that short-term human exposure to 

atrazine at concentrations greater than 3 µg/L, the USEPA’s Maximum Contamination Level 

(MCL) for human consumption, may cause heart, kidney, and lung congestion, low blood 

pressure, weight loss, adrenal gland damage, and muscle spasms;  long term exposure to 

concentrations above the drinking water MCL has been associated with degeneration of muscles 

and retinas, cardiovascular damage, and even cancer (Graziano et al., 2006). Water samples 

frequently exceed this MCL value (Battaglin et al., 2003; Wu et al., 2010).  The US also has an 

MCL set for limited human exposure, which is 200 µg/L (Hayes E. , 1993). It is not uncommon 

for water samples to occasionally exceed this concentration, particularly immediately after 

herbicide application in the spring and early summer (Kolpin et al., 1997; Battaglin et al., 2000). 

No health advisory values have been established in the US for atrazine’s degradation products, 

although some are suggested toxins (Ralston-Hooper et al., 2009).   However, the European 
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Union has a maximum permissible concentration of 0.1µg/L for atrazine and an allowed 

maximum of 0.5 µg/L for the combined total concentrations of atrazine and its degradation 

products (European Council, 1998). The EU banned the use of atrazine in 2004 due to its 

potential to contaminate groundwater at concentrations exceeding the allowed maximum, even 

when used appropriately (European Commission, 2003).  

Due to the frequent use of atrazine and to the environmental persistence of it, as well as 

of its degradation products, there is reason to be concerned about the risks associated with the 

presence of atrazine, DEA, DIA and HA at environmental levels. Currently, there are little data 

on the sublethal effects of atrazine and its degradates at low, environmentally realistic 

concentrations. Fortunately, toxicological research has evolved past dependency on classic 

measures of mortality to incorporate sophisticated and more sensitive behavioral studies, which 

allow one to elucidate the effects of subthreshold (below the level at which harm may be 

immediately detectable) exposure to toxins. 

The purpose of this research was to use such parameters to quantify the effects of various 

subthreshold doses of atrazine (including MCLs), DEA, DIA, and HA on behavior and learning 

in Procambarus clarkii, the Red Swamp Crayfish, a sensitive bioindicator (Alcorlo et al., 2006) 

and keystone species (Gutiérrez-Yurrita & Montes, 1999) that has recently been used as a model 

organism in ecotoxicological research. Crayfish were placed in an aquatic T-maze, a well 

established test of various forms of cognitive ability, consisting of three arms with a desirable 

reward (food) placed near one of the ends of a side arm. Several behavioral endpoints were 

recorded over repeated trials, including time to reward, time to reward arm, percent of crayfish to 

not locate reward arm, time spent in under cover area, and time needed to complete ~180° 

turnarounds. It was hypothesized that exposure to subthreshold doses of these toxins would result 
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in learning and behavioral deficits, such as impaired ability to locate food reward and reward arm 

over repeated trials, as well as lethargy, decreased exploration, and decreased motor skills. 

Impairments in learning and behavior may be an early indicator of chemical toxicity and may be 

used to predict chronic toxicity (Saglio & Trijasse, 1998). The results of this research may also 

be useful in determining how atrazine, DEA, DIA and HA are likely to affect other, more 

difficult to study species. Such deficits extend beyond the lab and will likely affect crayfishes’ 

ability to survive, i.e. locate food and potential mates and avoid predation in natural 

environments. Furthermore, impairments in learning and behavior of crayfish are likely to have 

detrimental effects on other species that depend on crayfish either as a food source or as a vital 

source of energy (via their roles as detritus shredders) to the ecosystem. Thus, the ecological 

impact of atrazine and its degradates’ presence in the environment extend well beyond the effects 

observed in crayfish. 

1.2. Statement of the Problem 

 Data are currently lacking on the subthreshold toxic effects of atrazine. Furthermore, 

comparative studies on the subthreshold toxicity of atrazine’s primary degradation products 

DEA, DIA, and HA have yet to be performed. These chemicals are detected frequently and are 

relatively persistent in the environment (Seeger et al., 2010; Rebich et al., 2004; Lerch et al., 

1998; Battaglin et al., 2003), and it has been found that degradation products are often as toxic, if 

not more so, than the parent compound (Sinclair & Boxall, 2002). Thus, there is great need to be 

concerned about the risks associated with sublethal, environmentally relevant concentrations of 

atrazine, DEA, DIA and HA.  
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1.3. Atrazine and its Risks 

Atrazine, or 2-Chloro-4-ethylamino-6-isopropylamino-s-triazine, is a photosynthesis 

inhibitor that is used to control certain annual broadleaf weeds. It is mostly used to treat corn, 

especially in the Midwestern United States, but it is also commonly used in sorghum and 

sugarcane (Rohr & McCoy, 2010). It is a member of the class of herbicides known as triazines, 

which contain a symmetrical ring consisting of three nitrogens and three carbons in an 

alternating sequence; other examples of such herbicides include propazine and simazine. 

Atrazine is further classified as an s-triazine, or 1,3,5-triazine (Figure 1.1), meaning the nitrogens 

in the triazine ring are located at the 1,3, and 5 positions (USEPA, 1996). 

 Atrazine is among the most heavily applied pesticides worldwide, and according to 

Wiener and Sandheinrich (2010) it is the most heavily used herbicide in the United States. An 

average of 51 million pounds, or 23.13 million kg, of the active ingredient is applied per year 

(Graziano et al., 2006). Such high rates of use have led to the widespread contamination of 

surface and ground waters, as well as to atmospheric dispersal. Atrazine has one of the highest 

frequencies of detection among pesticides in freshwater sources (USEPA, 1990; Gilliom et al., 

2006; Benotti et al., 2009), and has been detected in arctic ice, seawater, ambient air and fog at 

locations far from agricultural and city areas (Chernyak et al., 1996; Jablonowski & Schaffer, 

2011). There has been some debate recently as to the dangers of inputing such large amounts of 

atrazine into the environment. Recent evidence suggests that concentrations frequently detected  

may pose risks to humans and other organisms, as well as a threat to the environment (Wu et al., 

2010). 
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Figure 1.1. Chemical structure of atrazine, 2-Chloro-4-

ethylamino-6-isopropylamino-s-triazine. It is a member of 

the class of herbicides known as triazines, which contain a 

symmetrical ring consisting of three nitrogens and three 

carbons in an alternating sequence, and is further classified 

as an s-triazine, meaning the nitrogens in the triazine ring 

are located at the 1,3, and 5 positions (USEPA, 1996). 
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Classic measures for testing toxicity, such as LC 50 (concentration at which 50% lethality 

is observed in test organims) yield relativley high values for the lethality of atrazine. For 

example, the LC50 after 96 hours of exposure to atrazine was determined to be 1,600 µg/L, 

1,500 µg/L, and greater than 3,000 µg/L for the unicellular algae Psudokirchneriella subcapitata, 

and the amphipods Hyalella azteca, and Diporeia spp, respectively (Ralston-Hooper et al., 

2009). These values drop considerably after chronic exposure, for example: 240 µg/L for 

Diporeia spp after 21 days of exposure (Ralston-Hooper et al., 2009). Elevated concentrations 

such as these are normally only detected in surface waters immediately following herbicide 

application or in tailwater pits, which collect runoff from fields. Concentrations as high as 224 

µg/L have been detected in US Midwestern streams, while a much higher level of 2300 µg/L has 

been measured in tailwater pits in midwestern agricultural areas (Kolpin et al., 1997; Battaglin et 

al., 2000). However, as mentioned previously, these elevated values are normally detected within 

the first few weeks following herbicide application in late spring to summer. Concentrations 

detected for the remainder of the year, fall to spring, tend to be much lower, with annual detected 

averages ≤ 5 µg/L (Wu et al., 2010). Thus, measures of LC50 do not accurately represent toxic 

effects that may actually result from much lower, environmentally relevant concentrations. 

Therefore, there is a need to determine the toxicity of such chemicals at concentrations 

commonly detected in water samples throughout the year.  

There is little evidence that atrazine causes direct mortality of water-dwelling animals at 

environmentally realistic concentrations; however, this is not evidence that atrazine does not 

have a sublethal toxic effect on exposed organisms. Fortunately, there has been a shift in 

toxicological research where sensitive behavioral and learning endpoints have been employed to 

determine subthreshold  effects of various toxins on test organisms. Potential sublethal effects of 
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pesticides include alteration of the nervous system, biochemical changes, effects on 

reproduction, as well as potential chronic effects, which include a decrease in biomass and dry 

weight of adult animals (Rakotondravelo et al., 2006; Cook & Moore, 2008). A few examples of 

behavioral and learning endpoints used to test the sublethal effects of toxins include the 

following: swimming behavior of zebrafish (Steinberg et al., 1995) and goldfish (Saglio & 

Trijasse, 1998) to determine the subthreshold effects of atrazine, agonistic behavior of the 

crayfish Orconectes rusticus to test the sublethal effects of the herbicide metolachlor (Cook & 

Moore, 2008), and honey bee (Apis mellifera L.) performance of the classic proboscis extension 

reflex, which is part of a bee’s feeding behavior, as well as honey bee performance in a T-tube 

maze test to assess sublethal effects of GM products and pesticides (Han et al., 2010). 

According to Lin et al. (2013) exposure to atrazine at low doses not associated with 

immediate signs of toxicity results in several behavioral abnormalities. Behaviorally, chronic 

exposure to atrazine creates deficits in motor coordination, impairs spontaneous locomotor 

activity, and also alters the spatial memory of rats (Bardullas et al., 2011). Several studies that 

combine behavioral and neurochemical analyses have found that exposure to atrazine results in 

behavioral deficits that most consistently coinside with alterations in dopaminergic systems, 

particularly the nigrostiatal system, regardless of protocal (Rodriguez et al., 2013; Lin et al., 

2013). In a study by Rodriguez et al. (2013) repeated atrazine exposure altered monoamine and 

monoamine metabolite levels in the striatus of Sprague-Dawley rats. Animals were sacrificed six 

days after their sixth and final aministration of 100 mg ATR/kg. It was found that striatal levels 

of dopamine and its metabolites, dihydroxyphenylacetic acid (DOPAC) and homovanillic acid 

(HVA), and the serotonin metabolite 5-hydroxyindole acetic acid (5-HIAA) were decreased by 

20 to 27% (Rodriguez et al., 2013). 
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Interestingly, in a somewhat similar study, the directionality of alterations in dopamine, 

DOPAC, HVA and 5-HIAA levels were opposite or not significant. Short term oral exposure of 

C57BL/6 mice to atrazine at 125 and 250 mg/kg resulted in a 7.4% and 12.2% (respectively) 

increase in striatal levels of dopamine (Lin et al., 2013). 125 or 250 mg/kg atrazine exposure also 

elevated HVA levels; however, there was no significant change in DOPAC levels from control. 

Treatment with atrazine did not alter serotonin levels, while there was an increase in striatal 5-

HIAA levels for both treatment levels of atrazine (Lin et al., 2013). Furthermore, Lin et al. 

(2013) observed that levels of DOPAC, HVA, 5-HIAA, and norepinephrine in the prefrontal 

cortex were all elevated by atrazine exposure, as well. Although results of alterations in 

monoamine systems may vary, which may be due to differences between species or more simply 

a result of variable dose regimens, such results agree in supporting the role of atrazine as a 

neurotoxin that directly affects the dopaminergic system. It has also been suggested that changes 

in striatal levels of 5-HIAA without alterations in serotonin levels may be due to possible effects 

of atrazine on the regulation of catabolic enzymes, such as aldehyde dehydrogenase and (or) 

monoamino oxidase (Rodriguez et al., 2013). Many animal models, particularly mammalian 

models, of atrazine neurotoxicity test concentrations that are oftentimes greater than levels 

detected in the environment. However, changes in locomotor activity are also observed when 

using low atrazine levels (1 ug/kg/day) that are environmentally realistic (Belloni et al, 2011). 

Thus, changes in locomotor activity and other behaviors may be the most sensitive indication of 

atrazine toxicity (Rodriguez et al., 2013). 

Concentrations ranging .005 - .08 uM, or 1.08 - 17.25 µg/L, have been shown to be 

clastogenic, or to cause chromosomal damage,  to chinese hamster (Cricetulus griseus) ovary 

cells after 48 hours of exposure. Damage to chromosomes was assessed by measuring the 
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coeffeicient of variation (the ratio of the standard deviation to the mean) and the percent of 

chromosomes present in larger chromosome distribution peaks. Furthermore, atrazine 

concentrations comparable to public water supply levels revealed its potential to induce 

chromosome breaks (Biradar & Raybur, 1995).  

There is also strong evidence to support that atrazine is an endocrine disruptor at 

concentration frequently detected in the environment. In a study by Hayes et al. (2002), exposure 

to concentrations less than or equal to 0.1 µg/L induced hermaphroditism and demasculinized 

male African Clawed frogs’ (Xenopus laevis) larynges. Furthermore, males had a 10X decrease 

in plasma testosterone levels as a result of exposure to 25 µg/L of atrazine. At doses ranging 

from 0.1-200 µg/L gonadal abnormalities were observed. For example, 16-20% of frogs had 

multiple gonads, with the highest number of gonads in an individual animal being six. Hayes et 

al. (2002) stated that such abnormalities had never been seen before in control animals in over 

10, 000 observations over a period of six years. In a later study it was documented that among 

male frogs born and reared in water contaminated with  2.5 µg/L atrazine, 10% matured to have 

female sex characteristics, reduced testosterone levels, lowered sperm levels, as well as eggs 

present in their testes. These animals exhibited female mating behavior and attracted normal 

males, with which they would procreate (Hayes et al., 2010). Furthermore, it has been 

demonstrated that atrazine demasculinizes gonads of males in many vertabrate species, resulting 

in lesions of the testes, which are linked with lowered germ cell numbers (in amphibians, teleost 

fish, reptiles, and mammals), and it abets limited or total feminization in fish, amphibians, and 

reptiles. These observed effects were statistically significant, specific, and occurred across 

classes of vertebrates (Hayes et al., 2011). 
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 Meta-analysis is the systematic analysis of previous research in order to examine similar 

end points to gain broad conclusions, add strength  for hypotheses, and/or develop an estimation 

of general effects (USEPA, 2009). Rohr and McCoy (2010) performed a qualitative meta-

analysis on 125 independently published research studies on the effects of atrazine. They 

concluded that atrazine can both retard and accelarate amphibian metamorphosis and that 

atrazine decreased size near or directly at metamorphosis in over 88% of studies. In 70% of 

studies atrazine altered, at mininum, a single aspect of gonadal morphology, it consistently 

altered function of gonads, and it altered spermatogenesis (2/2 studies) as well as levels of sex 

homones in nearly 86% of studies included in their meta-analysis (Rohr & McCoy, 2010). 

Amphibians need to meet a mininum size before metamorphose can occurr, and once they meet 

this size they may accelerate their deveopment and metamorphosis if in a stressful environment 

or delay metamorphose if  in a good environment (Wilbur & Collins, 1973). Metamorphosis is 

primarily controlled by hormones of the thyroid and corticosterone (Larson et al., 1998). 

Therefore, it is reasonable to assume that endocrine disruption can result in inappropriate timing 

of metamorphosis. This research provides further evidence for the endocrine disrupting potential 

of atrazine.  

Atrazine elevated locomotor activity levels of amphibians and fish (> 92% of studies). In 

80% of the analyzed fish studies, but none of the amphibian studies, a nonmonotonic dose 

response was observed. Atrazine at low concentrations stimulated hyperactivity in fish, while 

higher concentrations caused reduced activity. However, in amphibians, hyperactivity was 

normally observed at all concentrations tested, while higher concentrations would likely result in 

lowered levels of activity (Rohr & McCoy, 2010).  It is worth noting that hyperactivity was 

observed hundreds of days following the end of atrazine exposure, and there was evidence that 
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animals failed to recover from exposure, which suggests nonreversible effects (Rohr & Palmer, 

2005; Rohr & McCoy, 2010). These effects of atrazine on amphibian and fish activity are in 

agreemant with changes observed in locomotor activity in mammals. Atrazine caused mammal 

hyperactivity by competing with inhibitory neurotransmitter gammaaminobutyric acid receptors, 

via changing monoamine turnover and via neurotoxicity of the dopaminergic system (Rodriguez 

et al., 2007; Das et al., 2001; Rohr & McCoy, 2010).  Furthermore, it lowered antipredator 

behaviors in six out of seven studies (Rohr & McCoy, 2010). Decreased antipredator behaviors 

coupled with elevated hyperactivity may lead to elevated encounter rates with possible predators 

(Skelly, 1994), resulting in decreased survival rates.  

Atrazine has also been documented to lower fish olfactory skills in five out of five studies 

reviewed in a dose-dependent manner (Moore & Waring, 1998; Moore & Lower, 2001; Tierney 

et al., 2007). Rohr and McCoy (2010) stated that exposure to atrazine by itself was associated 

with 21 out of 27 end points of lowered immune function, and it in combination with other 

pesticide(s) was linked to 12 out of 16 of such end points. Furthermore, similar to atrazine’s 

effects on fish and amphibian immunity, exposure to atrazine was consistently linked to an 

increase in end points for infection in fish and amphibian at environmentally realistic 

concentrations. The herbicide elevated trematode, nematode, viral and bacterial infections. An 

elevation in 13 (of 16 total) end points for infection was observed (Rohr & McCoy, 2010). 

Needless to say, although atrazine is unlikely to cause the direct death or immediate 

detectable harm in exposed organisms there is great need to be concerned about the health risks 

to humans and other organisms at sublethal levels, in addition to the threat that it poses to the 

environment at large. Sublethal harm, such as impaired immune function, neurotoxicity,  or 

endocrine disruption, takes a large toll on the overall health and reproductive success of animals 
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affected, which may result in a domino-like effect that alters the overall health of the ecosystem 

which said animals inhabit. 

1.4. Atrazine’s Presence in Aquatic Systems 

 Roughly 75% of all pre-emergent herbicides used in the US are administered to row 

crops within the corn belt area, an area consisting of 12 states within the Midwestern US 

(Gianessi & Puffer, 1985). The Midwestern region provides 60%  and 75% of the nation’s 

soybean and corn crops, respectively. Once atrazine is applied to crops in late spring and early 

summer a large portion of it disperses into nearby streams, rivers, and other bodies of water via 

runoff (Periera & Hostettler, 1993). 

According to the US Geological Survey (USGS) huge concentrations of pesticides are 

flushed from the soil and are then transported through surface water as pulses, which result from 

rainfall events following spring/summer  application (Thurman et al., 1991; Periera & Hostettler, 

1993). The Ohio, Missouri and Des Moines Rivers are the largers contributors of  atrazine to the 

Mississippi River (Pereira & Hostettler, 1993). Vital factors affecting the distribution and 

ultimate fate of pesticides in the Mississippi River Basin include pesticide biogeochemical 

properties; the geographic location of the crop and the length of application time; sorptic 

(adsorption and absorption) capacity and type of soil; tillage practices; and differences in 

conditions, such as climate, season, and hydrology. Generally, compounds that have relatively 

lengthy half-lives (see Table 1.1 for atrazine’s half-life values) and are relatively soluble in water  

are most easily transported in runoff from agricultural areas or in groundwater (Pereira & 

Hostettler, 1993). Because atrazine is relatively water soluble, ~33 mg/L, (Table 1.1), it has great 
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potential for leaching into ground water, transport in surface waters, aerial transport, as well as 

occurrence in precipitation (Thurman et al., 1991).  

Under the Safe Drinking Water Act, water systems may technically be in compliance 

with the annual mean limit of 3 µg/L for atrazine when calculations are based on a running 

annual average. The EPA only requires that samples be taken by water systems one to four times 

per year to ascertain whether or not they comply with the MCL standard (Wu et al., 2010). Thus, 

high spikes in concentrations in the spring and/or summer are easily minimized by low 

detections during other parts of the year and elevated concentrations that last for a few weeks can 

be easily overlooked based on timing of sampling. However, increased monitoring has shown 

that some systems in fact exceeded the MCL standard (Wu et al., 2010). 

The National Resources Defense Council’s (NRDC) original 2009 report determined that 

surface waters of the Midwestern and Southern US are pervasively contaminated by atrazine. 

Every watershed sampled (40 total) had detectable levels of atrazine, while 25 of these had mean 

concentrations greater than 1 µg/L, which is the level at which primary production  by 

nonvascular, aquatic plants is lowered (Wu et al., 2009). It was also stated that watersheds in 

Nebraska, Missouri and Indiana had the 10 highest peak concentrations and that some of these 

had, at minimum, a single sample of incredibly high concentrations, ranging from 50-200 µg/L 

(Wu et al., 2009). Additionally, drinking water data have revealed high levels of contamination 

by atrazine in drinking water in public water systems. Of samples taken in 2003 and 2004  in 139 

water systems, greater than 90% had measurable levels of atrazine, and 54 of these water 

systems had a one-time peak concentration greater than the drinking water MCL value (Wu et 

al., 2009). 
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In the NRDC’s 2010 update data from the Ecological Watershed Monitoring Program 

collected by Syngenta, the manufacturer of atrazine, from 2007 to 2008 were analyzed (Wu et 

al., 2010). Samples were taken from 20 watersheds located in the states of Ohio, Nebraska, 

Indiana, and Illinois and were collected in early spring through the summer or fall (USEPA, 

2009). The NRDC also analyzed the Atrazine Monitoring Program drinking water data, which 

were collected from 2005 through 2008. These samples were collected from 153 public water 

systems located in Ohio, Kentucky, Louisiana, Missouri, North Carolina, Indiana, Iowa, Illinois, 

Florida, Texas, and California (USEPA, 2013). The updated analyses showed continued and 

extensive contamination in treated, or water deamed ready for human injestion, and untreated 

water. Eighteen of the watersheds analyzed had atrazine concentration spikes greater than 20 

µg/L, while nine reached concentrations at 50 µg/L or greater (Table 1.2). The highest recorded 

maximum concentration was 147.65 µg/L, which occurred in May of 2008 in the Big Blue River 

watershed (Nebraska), and this ‘peak’ lasted a total of twelve days, with a range of 

concentrations from 27.92-147.65 µg/L. Such lengthy spikes are not uncommon (Wu et al., 

2010). Sixteen of the twenty watersheds sampled (Table 1.2) had an annual average 

concentration greater than 1 µg/L, which, as stated previously, is the level at which a reduction in 

primary production in non-vascular, aquatic plants in observed. This is likely to have detrimental 

effects on the stream ecosystem itself, as well as other ecosystems near it (USEPA, 2006). 

Furthermore, concentrations of atrazine in samples of treated water have been 

documented to exceed 3 µg/L. 67 of the water systems analyzed by the NRDC had 

concentrations greater than this value (Wu et al., 2010).  For example, one of Ohio’s water 

systems (Piqua City Public Water System) had a maximum concentration of 59.57 µg/L in 

treated water, while its maximum untreated concentration was 84.80 µg/L. Six total systems had 
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concentrations of atrazine exceeding the EPA’s standard for drinking water, and were located in 

Missouri (1), Ohio (2), Indiana (1), Illinois (1), and Kansas (1) (Wu et al., 2010). Therefore, it is 

not uncommon for concentrations greater than the EPA’s MCL for drinking water to be detected 

in public water supplies that have been treated and deemed safe for human consumption. This 

further emphasizes the need to develop a better understanding of of the risks associated with 

exposure to atrazine at concentrations frequently detected in the environment as well as in treated 

water. 

 

 

 

 

 

 

 

 

 

 

 

 



16 
 

Table 1.1. Physical and chemical characteristics of atrazine. Note the variation in atrazine’s 

aqueous half-life due to varying water conditions. 

Characteristic Value Comments 

Molecular Weight 215.7 g/mol
A 

 

Water solubility 33 mg/L
B 

At 22 °C 

Koc 25.3 – 155.0 g/ml
C 

Range of values represent various soil types 

pKa 1.7
D 

 

Aqueous half-life 52.5 days
A 

Lake water 

43 days
A 

River water 

56.3 days
A 

Marine water 

26.2
A 

Ground water 

34.5 days
A  

Distilled water 

Soil half-life 15 – 100 days 
E 

Varies with soil properties. 
A 

Konstantinou et al., 2001; 
B 

Periera & Hostettler, 1993; 
C
 Ciba-Geigy Coorperation, 1994; 

D
 Xu 

et al., 1999; 
E 

Protzman et al, 1999  
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Table 1.2: Maximum and Annual Average Atrazine Concentrations in 20 Midwestern US 

Watersheds, 2007 – 2008 (Data from Wu et al., 2010). Eighteen of the watersheds analyzed 

had atrazine concentration spikes greater than 20 µg/L, while nine reached concentrations at 

50 µg/L or greater. The highest recorded max concentration was 147.65 µg/L (Big Blue River 

watershed, 2008); this ‘peak’ lasted 12 days (not shown). Such lengthy spikes are not 

uncommon (Wu et al., 2010).  

 

Watershed Date Sample 

# 

Max (µg/L) (Date) Annual 

Avg. (µg/L) 

Spring Creek, IL 2007 124 3.25 (6/2/2007) 0.36 

Iroquois River, IL 2007 139 12.69 (4/26/2007) 0.84 

Horse Creek, IL 2007 105 42.77 (5/16/2007) 2.41 

Vermilion River, North Fork, IN 2007 101 12.15 (4/25/2007) 0.43 

Little Pigeon Creek, IN 2007 88 2.95 (8/4/2007) 0.33 

2008 174 27.12 (5/3/2008) 1.10 

Little Pigeon Creek, subwatershed, 

IN 

2007 61 1.44 (4/27/2007) 0.30 

2008 155 15.10 (5/3/2008) 1.11 

South Fabius River, MO 2007 102 91.60 (6/2/2007) 5.02 

2008 47 62.75 (6/3/2008) 2.03 

South Fabius River, MO upstream 2008 192 78.20 (6/3/2008) 1.98 

Youngs Creek, MO 2007 120 16.18 (4/26/2007) 2.33 

2008 225 56.60 (5/26/2008) 2.73 

Seebers Branch, South Fabius 

River, MO 

2007 124 65.73 (4/26/2007) 2.05 

2008 220 144.69 (5/12/2008) 4.20 

Main South Fabius River, MO 2007 121 42.97 (5/4/2007) 2.00 

2008 219 33.60 (6/3/2008) 1.43 

Long Branch, MO 2007 126 21.08 (4/26/2007) 3.18 

2008 225 37.83 (6/9/2008) 2.02 

Long Branch, MO, main 2008 207 36.23 (5/25/2008) 2.80 

Big Blue River, Upper Gage, NE 2008 173 147.65 (5/8/2008) 9.12 

Big Blue River, Upper Gage, NE; 

adjacent site 

2008 184 116.03 (5/7/2008) 8.45 

Muddy Creek, NE 2008 175 67.81 (5/30/2008) 2.49 

Big Blue River, Lower Gage, NE 2008 200 82.80 (5/22/2008) 2.07 

Big Blue River, Lower Gage, NE; 

adjacent site 

2008 188 32.90 (5/24/2008) 2.32 

Lower Muddy Creek, NE 2008 153 50.00 (5/30/2008) 2.25 

Licking River, North Fork, OH 2007 128 9.90 (5/16/2007) 0.62 
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1.5. Atrazine Degradation 

 Once released into the environment, atrazine is degraded through several biotic and 

abiotic mechanisms. Atrazine’s fate in aqueous systems is very much determined by the s-

triazine ring, which makes it resistant to microbial attack (Howard, 1991). Therefore, chemical 

degradation may be more important than biodegradation in the environment. Three of the most 

frequently encountered primary degradation products of atrazine include deethylatrazine (DEA), 

or 2-amino-4-chloro-6-(isopropylamino)-s-triazine; deisopropylatrazine (DIA), or 2-amino-4-

chloro-6-(ethylamino)-s-triazine; and hydroxyatrazine (HA), or 2-hydroxy-4-(ethylamino-6-

(isopropylamino)-s-triazine, (Figure 1.2) (Prosen & Zupančič-Kralj, 2005). DEA and DIA are 

formed by microbial and chemical degradation via the N-dealkylation at the fourth carbon 

(Giardina et al., 1982; Behki & Khan, 1986). Loss of the ethyl group is preferred to loss of the 

isopropyl group in aerobic soils, and deethylation has been shown to be two to three times faster 

than deisopropylation (Mills & Thurman, 1994). Atrazine is also degraded to HA as a result of 

hydrolysis at the second carbon. 

Atrazine has been found to be stable for 30 days in laboratory conditions at 25°C and in a 

pH range of 5 to 9 (Ciba-Geigy Corporation, 1994). However, once in the environment, 

atrazine’s half-life varies wildly depending on environmental conditions (see table 1.1). Organic 

molecules in surface water and soil are adsorbed or bound to humic substances, such as fulvic 

acid, humin, and humic acids. S-triazines, incuding atrazine, may bind via electron transfer to 

humic substances, proton tranfer, or hydrogen bonding (Wang et al., 1991; Senesi et al., 1995; 

Sposito et al., 1996; Martin-Neto et al., 2001). The presence of humic substances and binding to 

them may act to catalyze  abiotic transformation of triazines to their 2-hydroxy degradates 

(Stenvenson, 1982). For example, at 25°C and pH 4 atrazine’s half-life was calculated to be 244 
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days, but with the addition of 2% humic acid this value dropped to 1.73 days (Li & Feldbeck, 

1972). The rate of hydrolysis is also oftentimes increased by extremes in pH, sorption to soil 

colloids, as well as the presence of other photosensitizing compounds (Lerch et al., 1998). 

According to Lerch and Li (2001), hydroxylated degradation products, particularly HA, constitue 

nearly 90% of bound residues of triazines in soil.  

 Triazine photodegradation in the upper layer of soil and surface waters results from either 

direct (substance absorbs UV energy) or indirect, humic substance-sensitized, photolysis. 

Photolysis of atrazine is restricted to wavelengths no greater than 300 nm in water (Pape & 

Zabik, 1970). Konstantinou et al. (2001) found that photodegradation in distilled water was a 

result of direct photolysis. The photoreaction site of atrazine involves the chlorine in the second 

position, which supports dechlorination and hydroxyderivative formation as the major pathway 

in direct photolysis (Barcelo et al, 1993; Torrents et al., 1997; Konstantinou et al., 2001). 

However, N-dealkylated products, including DEA and DIA, were detected in natural water 

samples as well, which suggested that indirect photolysis was due to the presence of dissolved 

organic matter. Photodegradation was decreased in natural waters, compared to distilled and 

ground water. It was concluded that this may be due to quenching of sunlight by organic matter 

or scattering of sunlight by microorganisms or sediment particles suspended in the water column. 

Photodegratdation rates in all natural waters tested followed a first order degradation curve, or 

exponential decay (Konstantinou et al., 2010).  

 In the same study by Konstantinou et al. (2010), it was determined that photodegradation 

rates were faster in soil than in water samples; thus, the sensitizing effect, during which other 

media constituents absorb light energy and then transfer energy to the chemical,  must be greater 

than the scattering effect in soils.  Photolysis occurs only within a shallow surface zone of soils; 
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how deep this zone is depends on soil characteristics. The vertical depth of direct photolysis on 

surface soil is restricted to a region of roughly 0.2 – 0.3 mm, while indirect photolysis may occur 

at depths greater than 0.7 mm for outdoor experiments (Hebert & Miller, 1990). Humic acids 

may act as sensitizers in creating reactive intermediates. These reactive species may diffuse as 

deeply as 1 mm, depending on soil characteristics such as moisture, depth, and porosity 

(Konstantinou et al., 2010).  Metal oxides in the soil absorb sunlight radiation and may elevate 

degradation by reaction with reactive intermediates such as singlet oxygen, hydroxyl radicals and 

hydrogen peroxide, a mechanism known as semiconductor photochemistry. Additionally, the 

chemical properties of sorbed compound are quite different from their properties in solution, 

which makes it difficult to predict what effects may actually result from sorption in various 

conditions (Konstantinou et al., 2010).  

 The use of atrazine worldwide has potentially contributed to the global distribution of 

already known microorganisms that have newly-evolved catabolic enzymes or new 

microorganisms with atrazine catabolizing abilities. Due to the full oxidation of carbons in the 

ring of atrazine there are limitations to its usefulness as an energy source (Radosevich et al., 

1995). However, due to the presence of both nitrogens and carbons, atrazine’s catabolic 

susceptibility is increased under nitrogen and carbon limited conditions (Ralebitso et al., 2002). 

Degradation of s-triazine herbicides by bacteria involves hydrolytic reactions, which are 

catalyzed by amidohydrolases, a type of hydrolase that acts upon amide bonds. Strains of 

bacteria belonging to the following genera: Pseudomonas, Arthrobacter, Chelatobacter, 

Agrobacterium, Rhodococcus, Stenotrophomonas, Pseudaminobacter and Nocardiodes have thus 

far been characterized (Topp et al., 2000; Rousseaux et al., 2001; Hernandez et al., 2008a, 

2008b, 2008c). Pseudomonas sp. strain ADP (Atrazine Degrading Pseudomonas), the most 
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studied atrazine degrading strain, was initially isolated from a spill site in Minnesota and 

employs atrazine as its sole source of nitrogen, mineralizing it in the process (Mandelbaum et al., 

1995). Thus, Pseudomonas sp. strain ADP is the model organism for studying s-triazine 

degradation (Seeger et al., 2010). As a result, the degradation pathway of atrazine by this 

bacterium has been fully described (de Souza et al., 1998). This process consists of four steps, 

including: dehalogenation, N-dealkylation, deamination, and cleavage of the ring. The upper s-

triazine catabolic pathway feeds into the cyanuric acid cycle (Figure 1.3). The genes that encode 

the enzymes for this process have been encoded and are known as atzA, atzB, and atzC genes (de 

Souza et al., 1998). The lower s-triazine catabolic pathway then mineralizes cyanuric acid to 

eventually form carbon dioxide and NH3 (Figure 1.4) (Martinez et al., 2001). The genes that 

encode the enzymes for the lower catabolic pathway are known as atzD, atzE, and atzF (Strong 

et al., 2002). Additionally, it has been suggested that two of the atrazine degrading strains, 

Pseudomonas sp. strain ADP and Agrobacterium radiobacter J14a, are chemotactically attracted 

to atrazine (Park et al., 2003), and a study by Liu and Parales (2009) went even further to suggest 

that Pseudomanoas sp. strain ADP is chemotactically attracted to atrazine’s metabolites, N-

isopropylammelide and cyanuric acid, as well. 
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Figure 1.2. Atrazine’s primary environmental degradation products are formed via various 

biotic and abiotic mechanisms. The N-dealkylated atrazine degradates include 

deisopropylatrazine, or DIA (left), and deethylatrazine, or DEA (bottom center), and the 

primary hydroxylated degradation product is hydroxyatrazine, or HA (right). 
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Figure 1.3. The upper atrazine catabolic pathway elucidated with Pseudomonas sp. strain ADP. 

This pathway degrades atrazine into cyanuric acid. The atz genes that encode enzymes for each 

reaction are indicated at each step. 

  

Atrazine HA 
N-isopropyl-

ammelide 

Cyanuric 

Acid 

Cyanuric 

Acid 
Biuret Allophanate 

Figure 1.4. The lower catabolic pathway mineralizes cyanuric acid into carbon dioxide and 

NH
3. 

The atz genes that encode enzymes for each reaction are indicated at each step. 
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1.6. Deethylatrazine, Deisopropylatrazine, and Hydroxyatrazine 

 Atrazine is relatively persistent with a half-life ranging from 15 to 100 days in soil, 

depending on environmental conditions.  Regardless, its degradation products constitute a 

significant portion of the total atrazine load (atrazine plus its stable degradates) found in rivers, 

streams, and ground water (Battaglin et al., 2003). Table 1.3 lists the percentage of samples 

taken by Battaglin et al. (2003) in Midwestern surface waters in which detections of atrazine, 

DEA, DIA and HA were at or above the reporting limit (0.05 µg/L), as well as their respective 

median and maximum concentrations taken during pre-emergence (after 50% or more of the corn 

crop was planted – May or June) runoff and post-emergence (after 90% or more of the soybean 

crop had emerged – June or July) runoff events. In a different study, DEA’s maximum 

concentration was reported to be 7.5 µg/L, while DIA’s and HA’s were 7.4 µg/L and 3.7 µg/L, 

respectively in nearby sampling areas (Midwest US) (Lerch et al., 1998). Thus, it is not 

uncommon to find reports of degradation products’ concentrations exceeding the MCL value of 

the parent compound. 

 Detection of atrazine was determined to be greater in pre-emergence than post-emergence 

samples, and the difference in concentrations between the two sampling events was statistically 

significant (p< 0.05) and positive (Battaglin et al., 2003). This trend is not surprising as atrazine 

is a pre-emergent herbicide; thus, its concentration is expected to be the highest immediately 

after its application and it is expected to then degrade via various routes. The opposite is true for 

atrazine’s degradates’ detection frequencies, which were larger in post-emergence samples. This 

is also makes coherent since as detection of degradation products is expected to increase as 

atrazine begins to be degraded in the environment. 
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Table 1.3. Summary of Atrazine, DEA, DIA, and HA in Pre-( after 50% or more of the corn 

crop was planted – May or June) and Post- Emergence (after application of post-emergence 

herbicides and after 90% or more of the soybean crop had emerged – June or July) Run-Off 

Samples (Data from Battaglin et al., 2003). Atrazine’s detection and concentrations were 

significantly greater during Pre-Emergence, or immediately following application. DEA, DIA 

and HA detection frequencies increased during Post-Emergence, i.e. after the most recently 

applied atrazine had begun degrade in the environment. 

 Pre-Emergence  Post-Emergence 

Chemical % 

Detection  

Med. 

(µg/L) 

Max. 

(µg/L) 

% 

Detection  

Med. 

(µg/L) 

Max. 

(µg/L) 

Atrazine 100 4.07 172.2 98.7 2.69 34.8 

DEA 92.0 0.41 2.67 94.7 0.54 3.66 

DIA 86.7 0.32 2.34 92.1 0.39 2.17 

HA 48.0 <0.05 12.4 54.0 0.27 4.43 
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According to Lerch et al. (1998), the proportion of DEA, DIA, HA, and atrazine to the total 

atrazine load in pre-plant (March and April) samples was 11.4%, 7.6%, 38.6% and 42.4% 

respectively, while DEA, DIA, HA, and atrazine constituted 13.6%, 8.5%, 14.4% and 61.1% 

respectively of the total atrazine load in post-plant (May to July) samples taken from northern 

Missouri streams. DEA and DIA’s contribution to the total atrazine load did not change 

significantly between pre-plant and post-plant; however, HA’s contribution was greatly reduced 

from 39% to 14% of the total atrazine load between pre-plant and post-plant. The largest change 

in atrazine load between these two sampling periods was an increase in the proportion of atrazine 

and a simultaneous decrease in the proportion of HA. Additionally, the median atrazine loads 

were elevated roughly seven fold from pre- to post-plant, which demonstrates the impact that 

annual atrazine use has on the total atrazine load in streams and rivers (Lerch et al., 1998). 

Levels of HA were similar to atrazine and were usually greater than DEA and DIA from late 

summer until the following spring. Levels of the parent compound increased dramatically during 

the initial six weeks following its application, which is fairly typical (Lerch et al., 1998).  

Because atrazine’s degradates contribute such a large amount, over half in pre-plant samples, to 

the total atrazine load there is need to be concerned about the physical and chemical 

characteristics of DEA, DIA, and HA, as well as the potential for risks that may be associated 

with them. 

HA is expected to be the least mobile in water and soil systems, compared to atrazine and its 

chlorinated degradation products, based on its physiochemical properties (Table 1.4) (Ciba-

Geigy Corporation, 1994). Koc, or the soil organic carbon-water partitioning coefficient, is the 

ratio of the mass of a chemical that is adsorbed in the soil per unit mass of organic carbon in the 

soil per the equilibrium chemical concentration in solution (Vryas et al., 2007). It is the 
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distribution coefficient (Kd) normalized to total organic carbon content. Koc values are useful in 

predicting the mobility of organic soil contaminants; higher Koc values correspond to less mobile 

organic chemicals. A very high Koc implies that the chemical is strongly adsorbed onto soil and 

organic matter and thus does not move, or leach, through the soil efficiently. Thus, HA, which 

has a relatively high Koc of 374 – 13,797, is not expected to leach into soil nearly as well as 

atrazine, DEA, or DIA and is transported in aqueous systems with greater proportions bound to 

suspended particulate matter. DEA, in contrast, is expected to be most mobile in the aquatic 

environment and has the greatest leaching potential based on its lesser Koc and Kd values.  Koc and 

Kd values for atrazine and DIA are higher than those for DEA and are substantially less than 

those for HA (Table 1.4). Under field conditions, a mere 0.4% of applied [
14

C]HA leached past 

the uppermost 24 cm of soil, while 13.0%, 16.6%, and 11.1% of [
14

C]atrazine, [
14

C]DEA, and 

[
14

C] DIA, respectively leached beyond this point (Schiavon, 1988). 

It has also been suggested that the adsorption of s-triazines to soil organic matter and clays is 

related to their pKa values (acid dissociation constant). Atrazine, DEA, DIA, and HA are mildly 

basic compounds with pKas of 1.7, 1.4, 1.5, and 5.2, respectively (Table 1.4) (Vryzas et al., 

2007). S-triazines with a pKa between 4 and 5 have stronger sorption to soil colloids than do 

those with a pKa close to 2 (Lerch et al., 1998). Based on the low leaching potential and 

relatively high sorption of HA to soil, its potential to contaminate groundwater is low. DEA, 

DIA, and atrazine have a much greater potential to contaminate groundwater, therefore, for the 

opposite reasons. HA also has greater potential to contaminate surface water and surface soils 

than do atrazine and its chlorinated degradation products due to its chemical characteristics and 

the annual application of atrazine (Lerch et al., 1998); this is also partially due to the high half-

life of HA, which was determined to be 121 days in western Tennessee soil (Table 1.4) 
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(Winkelmann & Klaine, 1991).  In the same study the soil half-life of DEA was determined to be 

26 days, while DIA’s half-life was 17 days (Winkelmann & Klaine, 1991).  It is important to 

keep in mind that half-lives vary greatly depending on the study and the environmental 

conditions under which it was performed. Thus far, aqueous half-lives for atrazine primary 

degradation products have not been found in the literature. 

Unfortunately, the risk associated with atrazine’s presence in the environment does not 

merely subside as it is degraded. Herbicide degradation products can be comparably as toxic as 

their parent compounds (Kolpin et al., 1998), and as explained previously, atrazine’s degradation 

products are detected quite frequently and often at concentrations exceeding the US MCL for the 

parent compound. Currently, very little data exist on the toxicity of atrazine’s degradation 

products, particularly at the sublethal level and especially for HA. However, recent studies have 

suggested that these degradation chemicals are toxic in their own rights. According to Laws et al. 

(2003), the EPA recently decided that DEA and DIA share a common mechanism of toxicity to 

atrazine as a result of their ability to suppress the luteinizing hormone (LH) ovulatory surge and 

have consequential effects on reproductive development and function in laboratory rats. Estrous 

cycle disruption in adult Long Evans and Sprague-Dawley rats has been reported as a result of 21 

days of exposure to atrazine (75-300 mg/kg, oral gavage), which was very likely mediated 

through changes in neurotransmitter and hormonal control of the gonadal function (Cooper et al., 

1996). Furthermore, hypothalamus concentrations of dopamine increased, while norpinephrine 

levels decreased as a result of atrazine exposure (Cooper et al., 1998). After single or multiple 

(three and 21 days) doses of atrazine, the estrogen-induced surge of LH and prolactin in rats with 

removed ovaries was diminished. Intravenous injection of gonadotropin-releasing hormone 

(GnRH) reinstated secretion of LH in rats, which provided further evidence for a central nervous 
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system-pituitary mode of action (Cooper et al., 2000). Additionally, exposure to a mixture of 

atrazine and its metabolites, including HA, diaminochlorotriaze, DEA, and DIA, at 

concentrations as low as 0.09 mg/kg of body weight during late pregnancy resulted in persistent 

alterations in the development of mammary glands of female offspring of Long-Evans rats 

(Enoch et al., 2007). In a test of acute and chronic toxicity of atrazine, DEA and DIA on 

amphipods (Hyalella azteca and Diporeia spp) and a unicellular algae (Pseudokirchneriella 

subcapitata), the order of toxicity was determined to be atrazine > DEA > DIA (Ralston-Hooper 

et al., 2009).  These results were in agreement with toxicity tests on algal species, which 

demonstrated that atrazine was more toxic than the chlorinated metabolites (Tchounwou et al., 

2000; Kross et al., 1992). It is worth noting that HA was not included in these studies (Ralston-

Hooper et al., 2009; Tchounwou et al., 2000; Kross et al., 1992). The EPA was prompted by the 

lack of effects data on atrazine’s degradates to state that the toxicities of these chemicals are 

equivalent to that of the parent compound and continued to state that degradates should be taken 

into consideration for risk assessment purposes (USEPA, 2003). Therefore, it is necessary to 

determine the subthreshold toxic effects of not only atrazine, but also of its degradation products 

at environmentally realistic concentrations in order to build on our understanding of the 

consequences that may arise from the substantial annual use of this herbicide. Simply stating that 

levels of the parent compound decrease a few weeks after early summer application is 

insufficient and gives one the false impression that the risks associated with atrazine’s use 

decreases as it is flushed away or degraded in the environment. 
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Table 1.4. Physiochemical characteristics of atrazine’s primary environmental degradation 

products - DEA, DIA, and HA.  Koc - soil organic carbon-water partitioning coefficient, Kd – 

distribution coefficient, and pKa – acid dissociation constant. Based on physiochemical 

properties, DEA and DIA are expected to be quite mobile in water systems and leach into 

ground water, with DEA being the most mobile. HA is expected to be the least mobile in water 

and soil systems; thus, it has low potential to contaminate ground water, but it has greater 

potential to contaminate surface water and soils than the N-dealkylated degradates. 

Chemical Koc
A 

Kd
A 

pKa
B 

Soil half-life
C 

Water solubility
B 

 

(22 °C) 

DEA 12.2 – 44.9 0.06 – 1.02 1.4 26 days 2700 mg/L 

DIA 30 – 97 0.27 – 2.73 1.5 17 days 980 mg/L 

HA 374 – 

13,797 

1.98 – 389  5.2 121 days 16 mg/L 

A
 Ciba-Geigy Coorperation, 1994; 

B
 Vryzas et al., 2007; 

C
 Winkelmann & Klaine, 1991

 ** Please note that atrazine’s physiochemical properties are listed in Table 1.1. 
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1.7. Hypotheses 

It was hypothesized that exposure to environmentally realistic, subthreshold doses of 

atrazine, DEA, DIA, and HA would result in learning and behavioral deficits, such as lethargy 

and decreased motor skills in Procambarus clarkii.  

Crayfish treated with various levels of atrazine, DEA, DIA and HA were expected to 

have impaired abilities to locate the food reward and reward arm over repeated trials, compared 

to untreated crayfish. Also, it was hypothesized that treatment groups would have a greater 

percentage of animals to not locate reward arm. Treatment groups were anticipated to spend 

more time in the under cover area, a covered section of the maze (directly behind where animals 

were initially placed into maze) that provided an area in which animals could more easily avoid 

detection by ‘potential predators’. Such results would indicate impaired learning (assuming the 

effect of trial /day was significant for the control group for these variables), increased lethargy, 

and decreased boldness and explorative behavior as a result of exposure to subthreshold levels of 

atrazine, DEA, DIA and HA. Furthermore, it was hypothesized that treated animals would 

require more time to complete ~180° turnarounds, indicating impaired motor response due to 

exposure to toxicants. Additionally, it was predicted that the subthreshold order of toxicity for 

the parent compound and the chlorinated degradation products would be atrazine > DEA > DIA, 

based on previous tests of acute and chronic toxicity on amphipods and unicellular algae 

(Ralston-Hooper et al., 2009). Due to lack of information in the literature, no prediction was 

made as to how comparably toxic HA was to the other chemicals. 
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Chapter 2. Materials and Methods 

2.1.    Crayfish 

 Mixed sex adult Procambarus clarkii, Red Swamp Crayfish, ranging from approximately 

five to nine centimeters in length were supplied by Atchafalya Biological (Raceland, LA). The 

sex, rostrum to telson length (cm), initial (trial day one) weight, and final (trial 15) weight (g) of 

each animal was recorded. Animals were kept in a 12 hour light/dark cycle and were isolated 

into 2 L aquaria, each with a small shelter and a bed of pebbles. Crayfish were fed three small 

pellets of Ocean Nutrition brand Formula One Pellets every four to five days during the trial 

period, so as to prevent starvation as well as satiation. 

2.2.     Chemicals 

Atrazine (98.9% purity), DEA (98.2% purity), DIA (99.3% purity), and HA (98.3% 

purity) were each obtained from ChemService, located in West Chester Pennsylvania. Stock 

solutions were made for each of the treatment chemicals by dissolving 15 mg of atrazine, DEA, 

DIA, or HA into 1 L of artificial fresh water. Artificial fresh water consisted of 1 tablespoon of 

Aquarium Pharmaceutical’s Aquarium Salt per 1 gallon of carbon-filtered water. Stock solutions 

were refreshed every thirty days. 

2.3.    Treatments and Treatment Period 

Ten to twelve crayfish were used for each treatment group, while the control group 

consisted of 17 animals. There was variation in the number of crayfish for many groups due to 

unexpected deaths or experimenter error. Each treatment animal was exposed to its respective 

treatment for 14 days (the treatment period) prior to the onset of trials. Controls were placed into 
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untreated aquaria for 14 days prior to trials, as well. The concentrations of solutions tested tested 

were as follows: for atrazine: 200 µg/L, 10 µg/L, 3 µg/L, and 0.5 µg/L; DEA: 10 µg/L and 0.5 

µg/L; DIA: 10 µg/L and 0.5 µg/L; and HA: 10 µg/L and 0.5 µg/L. The concentrations tested for 

each chemical represent levels that are environmentally realistic. Specifically, testing atrazine at 

200 µg/L (MCL for limited human exposure) and 3 µg/L (MCL for human consumption) was 

done to determine if these concentrations, currently considered safe by the EPA, have a 

subthreshold effect on learning and behavior. The remaining concentrations, 0.5 µg/L and 10 

µg/L, were tested for each chemical in order to directly compare the effects of each degradate to 

the parent compound, as well to do pairwise comparisons. Treatments were made by using the 

appropriate stock solution to make a dilution (using artificial fresh water) to the concentration 

being tested and were stored in separate 2 L aquaria, in which a single crayfish was then placed. 

2.4.     Aquatic T-Maze Apparatus 

 Two T-mazes, modeled after McMahon et al. (2005) were made from 10 cm diameter 

PVC pipe. The entrance arm, which was 120 cm, was joined with the two side arms (55 cm) with 

a T-joint. Each arm was capped at the ends to make the apparatus watertight. The cap at the base 

of the entrance arm provided the under cover area. A cut, 3 cm in width, was made along the top 

of each arm so that the experimenter could view the crayfish. Other ‘landmarks’ of the maze 

included the start line, the met junction line, and the left and right exit junction lines. The food 

reward, indicated by the stars, was randomly assigned per crayfish to either the right or left side 

arm, and was placed approximately 25 cm past the exit junction line for that arm (Figure 2.5). 

The food reward consisted of a small piece of bologna sewn into a small mesh bag, which had a 

length x width of approximately1 cm
2. 

The reward was placed in a baggy to prevent animals 

from consuming it, while also allowing them to receive sensory stimulation from the reward.  
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Each maze was cleaned every two to three days by removing the water via syphoning. 

The inside walls and caps at the end of the mazes were wiped down thoroughly and were rinsed 

with deionized water. Then, the mazes were wiped down again. The mazes were cleaned with 

deionized water, as opposed to using any chemicals, so as to prevent any unnecessary and 

undesired exposure to additional contaminants other than those being directly tested. Afterwards, 

the mazes were refilled with artificial fresh water until they were roughly half full, and the mazes 

were re-scented.  

To scent the mazes one-third of a piece of bologna was placed into the entrance arm, left 

side arm, and the right side arm. Scenting the mazes served the purpose of diffusing the food 

reward scent throughout the maze so that when an animal was performing a trial it wasn’t 

olfactorily detecting and locating the reward. The purpose of this test was that each crayfish 

would discover the food reward whilst exploring the maze, then potentially learn the location of 

the food and return to it during a later trial, presumably at faster rates over repeated trials if the 

animal learned the food reward’s location. 
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Figure 2.1. The T-maze consisted of an entrance arm, 120 cm, joined to two side arms (55 

cm) with a T-joint and was capped at each end to make the apparatus water tight. Crayfish 

were placed in the start area and were viewed through the cut out as they navigated the maze. 

Animals could choose to navigate the maze by walking past the start line, toward the junction, 

then into a side arm where they may find the food reward, which was randomly assigned to 

either the left or right side arm. Crayfish could also remain, or return to, the start area and 

move to the under cover area where animals could avoid ‘potential predators’ and not explore.  
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2.5.    Acclimation Period 

The last five days of the treatment period also constituted the acclimation period. Thus, 

treatment days 10 – 14 corresponded to acclimation days 1 – 5. During an acclimation day, each 

animal was given thirty minutes to explore the maze, under similar conditions as a trial, but 

without a food reward and scenting of the maze. The purpose of allowing animals to explore the 

maze prior to trials was to familiarize them with the environment, thus reducing any potential 

stress that may have resulted from introducing crayfish to a novel environment on trial day one. 

Additionally, it has been suggested that crayfish prefer to explore identified environments 

(McMahon et al., 2005); therefore, allowing crayfish to habituate to the maze prior to trials 

served the purpose of decreasing inhibition of boldness to explore during early trials. 

Implementation of acclimation or habituation days is common for behavioral testing (Lin et al., 

2013; Alvarex & Fuiman, 2005; Cook & Moore, 2008). 

2.6.     Trial Period 

 Trials were recorded on Sony HVR-A1U or Canon Vixia HFM52 high-definition 

cameras, viewed in iMovie 
TM

, compressed, and then stored on DVDs. The trial period continued 

a total of 15 days, with one trial per day, and commenced the day after the acclimation period 

ended. Each crayfish was placed in the start area (behind start line) at the base of the maze and 

given up to 30 minutes to complete the trial, i.e. locate the food reward. If the food was not 

found within this period of time the trial was ended and it was documented that that particular 

crayfish failed to find the food reward for that particular trial, and time to reward was recorded as 

30 minutes so that a value was available for statistical analysis. An animal was deemed to have 

found the food reward once its rostrum crossed over the food, or once it touched the food with a 
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cheliped or antennae.  If an animal succeeded in finding the reward the trial was ended at least 

ten minutes after the time to reward. Animals were given an extra ten minutes after food location 

in the T-maze so as to prevent them from associating locating the reward with being picked up 

and handled by the experimenter, which may have resulted in animals avoiding the food for this 

reason.  

 Crayfish were recorded as having crossed a landmark, i.e. under cover, start line, met 

junction line, or exit junction line once the tip of their rostrum met that particular landmark. 

However, an animal was still considered to be in the under cover area if its rostrum was sticking 

out while the rest of its body was covered. In initial experiments it was observed that oftentimes 

animals sat in this area of the maze with just their heads uncovered, thus, the need to vary the 

conditions by which an animal was considered under cover from those for meeting other maze 

landmarks (i.e. not based only on the rostrum). Therefore, an animal was considered under cover 

while oriented forward in the maze (head facing the junction) if roughly half of its body was 

covered, or at least up to the last set of legs. If oriented backwards in the maze (tail end was 

facing the junction), an animal was considered to be under cover as soon as its rostrum met the 

under cover area. The total amount of time each crayfish spent under cover was recorded at 

every trial.  

 Other recorded variables, in addition to time under cover and time to reward, included 

time needed for to perform ~180° turnarounds (a potential indicator of motor control) and time to 

reward arm (over repeated trials). As with time to reward, if an animal failed to locate the reward 

arm within the trial period the time to reward arm was recorded as 30 minutes. Each of these 

variables were compared between treatment groups and control animals to determine the 
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subthreshold toxic effects of atrazine, DEA, DIA, and HA on learning and behavior in 

Procambarus clarkii.  

2.7.    Statistical Analysis 

Data were organized into Excel spreadsheets, and statistical analysis was performed using 

SAS (Statistical Analysis Software) 9.3. Repeated measures analysis of variance, ANOVA, was 

not appropriate for this data set as there were several instances of missing data, due to technical 

difficulties, and also because the data did not have a balanced design, i.e. not all treatment groups 

consisted of equal number of subjects. Procedure GLIMMIX (Bolker et al., 2008), which fits 

generalized linear mixed models by likelihood-based techniques and accommodates missing data 

and unbalanced designs, was used to model all data and perform analyses comparing each 

treatment group directly to control, as well as to perform pairwise comparisons between all 

treatments, for all response variables. Continuous time data for the following response variables: 

time to reward, time to reward arm, and time under cover were converted to decimal minutes. 

Percent of crayfish to not locate reward arm data were formatted as percentages, and time needed 

to complete ~ 180° turnarounds was recorded in seconds. All response variable data were 

uploaded into SAS and analyzed.  

Procedure Univariate Normal Plot (Park, 2008) was used to test normality of all response 

variables’ data, including time to reward, time to reward arm, percent of crayfish to not locate 

reward arm, time under cover, and ~ 180° turnaround times. Each response variable’s data were 

found to be non-normally distributed, based on Shapiro-Wilk’s p-value < .0001. Data for all 

response variables were overdispersed, even after fitted with Poisson distribution, and were thus 

modeled with a negative binomial distribution, which is commonly used for modeling outcome 

count variables that are highly overdispersed (UCLA, 2014)). The covariate structure was 
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specified as first order autoregressive, AR (1) in SAS, as repeated measurements on the same 

experimental unit are likely to be correlated and must be accounted for. 

Analysis was primarily based on Solutions for Fixed Effects tables and Least Square 

Means of modeled data. Solutions tables estimate regression coefficients for each treatment 

compared to a reference level, which was set as control and equals 0, and show the directionality 

of each treatments’ effects on a particular variable compared to control. The estimates 

(regression coefficients) are the approximate differences in mean response between each level 

and control, while the p-value tests the null hypothesis that the difference in the mean value from 

control equals 0, or that the confidence interval overlaps 0 (Frost, 2013). Least Square Means 

(LSMeans) are predicted population margins in which standard errors are adjusted for covariance 

parameters in the model. LSMeans may also be defined as linear combinations of the estimated 

means, or effects, that reflect the generalized mixed model being fit (Shafii & Price, 2014). 

LSMeans were especially useful as they allowed for pairwise comparisons between each 

treatment group. 

The primary goal of the analysis was to determine if the treatment groups each differ 

significantly from control for several behavioral endpoints, which would indicate that exposure 

to individual, environmentally realistic concentrations of atrazine, DEA, DIA, or HA caused 

behavioral and learning impairments, thus indicating subthreshold toxicity. A secondary goal 

was to compare the various treatment groups, representing a range of concentrations for each 

chemical, to each other in order to determine the order of toxicity for contaminants and whether 

or not toxicity was greater at higher concentration.  
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Chapter 3. Results: Effects of Atrazine on Behavior 

3.1. Justification of Data Fitting and Model Selection 

Plots of raw, observed data means with confidence limits offer no information about the 

actual strength of the correlations of the data for within subject effects in a longitudinal study 

(High, 2011). Therefore, overlapping 95% confidence intervals for raw means can be 

inconclusive and misleading, as they must account for variation between subjects, and in the case 

of this study offered limited to no value for interpreting the actual significance of differences 

among the means of control and treatment groups of animals.  

As explained in section 2.7, all response variables’ data were modeled with a negative 

binomial distribution, which accounted for the extreme amount of overdispersion. Also, the 

covariate structures were specified as first order autoregressive, AR (1), to account for 

correlation that exists within longitudinal data within the same experimental units. The effect of 

treatment on each response variable was tested. Each of the models mentioned throughout the 

remainder of Chapter 3 had moderate to excellent model fit, based on Pearson Chi-Square / 

Degrees of Freedom (DF). Statistical analysis was based on tests of modeled data. As mentioned 

previously (Section 2.7), these tests included Solutions for Fixed Effects tables (which include 

regressions coefficients) and LSMeans comparing each treatment group to control, as well as to 

each other.  

However, for some response variables (time to reward, time to reward arm and time 

under cover) the raw, observed data were also described for interpretation of trends that were 

observed over repeated trials. Such trends that occur over several days are not obvious based 

solely on regression coefficients and LSMeans. Thus, the longitudinal data presented are solely 
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descriptive pieces of data. The decision was made to not normalize these data, as this would 

decrease the obvious differences between control and atrazine treatment groups for these 

response variables and would deter from the overall message of figures displaying longitudinal 

data. 

3.2. Location of Reward and Reward Arm  

Each atrazine (ATR) treatment group initially took longer to locate the food reward 

(Figure 1.1) and the reward arm (Figure 1.2) than control during trial 1, a trend that continued 

throughout the course of the trial period, i.e. an additional 14 trials/days. The mean time to 

reward on trial day 1 for crayfish exposed to atrazine 3 µg/L was the nearest to control of all 

atrazine treatments, with a mean time of 9.87 minutes, versus 8.55 minutes for control. Thus, 

animals exposed to atrazine 3 µg/L, which was the closest performing atrazine treatment group 

to control (during trial 1) still required 15.44% longer than control to locate food reward initially. 

As stated previously, the difference between times to reward and to reward arm for control and 

atrazine treatment groups was immediate and continued throughout the course of the experiment. 

Therefore, crayfish exposed to atrazine had immediate impaired boldness to explore their 

environment compared to control, and familiarity with the environment didn’t promote 

exploration of the maze by treated animals. 

The model fit for time to reward data (Pearson Chi-Square / DF), was 0.99; thus, these 

data fit the model excellently. Model fit for time to reward arm data was also good with a chi-

square / DF of 1.02. The type III tests of fixed effects of treatment resulted in a p-value of 0.0105 

for time to reward data and a p-value = 0.0173 for time to reward arm data. Thus, treatment had a 

significant negative effect on animals’ time to reward, as well as on time to reward arm. 
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Fig. 3.1. Mean Time to Reward over Repeated Trials for control and atrazine treatment 

groups. Trendlines represent linear fit for data. Control: n = 15-17, ATR 0.5: n = 10-11, ATR 

3: n = 10-12, ATR 10: n = 7-10, and ATR 200: n = 8-12.  

 

3 µg/L treated crayfish performed the nearest to control on trial day 1, with a mean time of 

9.87 minutes, versus 8.55 minutes for control. Therefore, the closest performing atrazine 

treatment group took 15.44% longer than control to initially locate the reward. Thus, atrazine 

treated crayfish exhibited immediate decreased boldness to explore compared to control, a 

trend that persisted throughout remaining trials 
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Fig. 3.2. Mean Time to Reward Arm over Repeated Trials for control and atrazine treatment 

groups. Trendlines represent linear fit for data. Control: n = 15-17, ATR 0.5: n = 10-11, ATR 

3: n = 10-12, ATR 10: n = 7-10, and ATR 200: n = 8-12.  

 

Treatment groups immediately took longer to find reward arm and continued do so for the 

remainder of the trial period. Crayfish treated with the lowest concentration of atrazine 

exhibited the greatest deficits in latency to reward arm. 
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 A useful statistical tool in SAS for interpreting individual effects of treatment groups 

compared to control is Solutions for Fixed Effects, which provide regression coefficients 

(estimates) and p-values that allow one to determine if difference from control is significant and 

what the directionality of that difference is. Table 3.1 lists the estimated regression coefficients, 

standard error, p-value, alpha, and lower and upper confidence intervals for each atrazine 

treatment group for modeled time to reward data. Table 3.2 lists the Solutions for Fixed Effects 

data for modeled time to reward arm data. Asterisks (*) indicate significance from control. 

Each atrazine treatment’s regression coefficient was found to be significantly different 

from control (p < 0.05) for both time to reward and time to reward arm data. Furthermore, each 

estimate was positive, which indicates that atrazine at each concentration tested significantly 

increased mean time required for treated animals to locate the reward and the reward arm.  

Results of LSMeans for modeled time to reward and time to reward arm data agree with 

results of Solutions tables 3.1 and 3.2. Each atrazine level tested took significantly longer than 

control to locate the reward (Figure 3.3). Interestingly, the lowest concentration of atrazine 

seemed to generate the greatest deficits in overall mean time to reward, while 200 µg/L atrazine 

was the least significantly different from control. Thus, at sublethal atrazine levels a nonlinear 

response was observed. Additionally, none of the atrazine treatment groups differed significantly 

from each other in time to reward LSMeans.  

Each atrazine treatment group also took significantly longer to locate reward arm 

compared to control (Figure 3.4). Note that there was some variation between results for these 

two analyses; p-values for atrazine 3 µg/L and .05 µg/L were nearly identical for time to reward 

and time to reward arm, while the p-values for atrazine 200 µg/L and 10 µg/L differed more 

between these response variables. Regardless, for both analyses the results were the same 
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overall: each treatment level of atrazine was found to have significant behavioral deficits 

compared to control, indicating decreased boldness and willingness to explore the environment, 

even a familiar one, as a result of exposure to atrazine at various low doses. 

In order to determine if there was evidence of learning and if length of time an animal 

was exposed to a particular concentration of atrazine may have influenced behavior, the effect of 

trial was tested at each treatment level. Model fits and p-values for type III fixed effects of trial 

for control and atrazine treatment groups for time to reward are listed in Table 3.3, while Table 

3.4 lists this information for time to reward arm data.  

Interestingly, there was no evidence of learning, i.e. a statistically significant effect of 

trial, in control crayfish neither for time to reward nor for time to reward arm. However, there 

was an effect of trial on animals exposed to 3 µg/L of atrazine for time to reward and time to 

reward arm. There was also an effect of trial on the atrazine 0.5 µg/L group for time to reward 

arm. It is noteworthy that this was the first analysis for which there was any real difference 

between results for time to reward and time to reward arm data. Analyses mentioned previously 

in this section have had the same atrazine treatment groups listed as significant for these two 

response variables, thus highlighting the importance of analyzing several behavioral endpoints 

when assessing toxicity. 

There was a significant effect trial, or day, on time to reward, as well as time to reward 

arm, for crayfish exposed to 3 µg/L of atrazine. Referring again to Figure 3.1, one can see that as 

the length of time crayfish were exposed to atrazine 3 µg/L increased the mean time to reward 

generally increased, as well. Additionally, the same general trend was observed for this treatment 

group for longitudinal time to reward arm data. However, the data for time to reward arm were 

more scattered after trial 8 for atrazine 3 µg/L treatment group, with a time to reward arm on trial 
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day 14 that was less than time on trial one. However, explaining every single variation in results 

is difficult, if not impossible, as well as unwise.  Regardless, in general the longer animals were 

exposed to this treatment the more pronounced the observed deficits in time to reward and time 

to reward arm. The same cannot be inferred for atrazine 0.5 µg/L data; however, although, there 

is statistically a significant effect of trial on time to reward arm. Atrazine 0.5 µg/L time to reward 

arm data are chaotic and scattered, making interpretation of any sort of a pattern impossible. One 

may infer that evidence of such chaotic data implies that animals exhibited more erratic behavior 

as a result of toxicant exposure, which supports the notion that animals were sick due to atrazine 

exposure. 
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Table 3.1. Time to Reward Solutions for Fixed Effects. Each atrazine treatment took longer 

to locate reward (based on positive estimate) and these differences were significantly greater 

than control (based on p < 0.05), indicated by *. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 
0 . . . . 

ATR 0.5 

(n = 10 -11) 
0.8108 0.2152 0.0002 * 0.3886 1.2329 

ATR 3 

(n = 10-12) 
0.5896 0.21 0.005 * 0.1777 1.0015 

ATR 10 

(n = 7-10) 
0.5759 0.2221 0.0096 * 0.1403 1.0115 

ATR 200 

(n = 8-12) 
0.4755 0.2114 0.0246 * 0.06087 0.8901 

 

Table 3.2.  Time to Reward Arm Solutions for Fixed Effects. Every atrazine treatment took 

significantly longer to locate the reward arm compared to untreated crayfish, indicated by *. 

Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 
0 . . . . 

ATR 0.5 

(n = 10 -11) 
0.8998 0.2378 0.0002 * 0.4333 1.3662 

ATR 3 

(n = 10-12) 
0.6423 0.2320 0.0057 * 0.1872 1.0973 

ATR 10 

(n = 7-10) 
0.5408 0.2455 0.0277 * 0.05928 1.0223 

ATR 200 

(n = 8-12) 
0.4733 0.2336 0.0429 * 0.01518 0.9314 
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Fig. 3.3. Time to Reward LSMeans for control and atrazine treatment groups. * indicates a 

statistically significant difference from control (n = 15-17), or p < 0.05, and error bars 

represent 95% confidence intervals. 

- ATR 0.5 (n = 10-11): p = 0.0002 

- ATR 3 (n = 10-12): p = 0.005  

- ATR 10 (n = 7-10): p = 0.0096 

- ATR 200 (n = 8-12): p = 0.0246.  

 

ATR 0.5 µg/L treated crayfish had the greatest latency to reward, while the higher  atrazine 

treatment groups, although still significant from control, took less time to locate reward than 

did ATR 0.5 group. 
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Fig. 3.4. Time to reward arm LSMeans for control and atrazine treatment groups. * indicates a 

statistically significant difference from control (n = 15-17), and error bars represent 95% 

confidence intervals. 

- ATR .05 (n = 10-11): p = 0.0002 

- ATR 3 (n = 10-12): p = 0.0057 

- ATR 10 (n = 7-10): p = 0.0277 

- ATR 200 (n = 8-12): p = 0.0429 

 

Results of time to reward arm are similar to those of time to reward; the lowest atrazine 

treatment group exhibited the most significant deficit in latency to reward arm, and all atrazine 

treatments took significantly longer than control to locate reward arm. 
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Table 3.3. Effect of Trial by Treatment for Time to Reward. ATR 3 µg/L treated animals had a 

significant effect of trial on latency to reward (indicated by *) 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 
1.07 0.0610 

ATR 0.5 

(n = 10 -11) 
0.85 0.1996  

ATR 3 

(n = 10-12) 
0.97 0.0005 * 

ATR 10 

(n = 7-10) 
0.81 0.6479 

ATR 200 

(n = 8-12) 
0.99 0.3163 

 

 

 

 

 

 

Table 3.4. Effect of Trial by Treatment for Time to Reward Arm. ATR 3 and ATR 0.5 µg/L 

treated animals had a significant effect of trial on latency to reward arm, as indicated by *. 

This is the first test in which time to reward arm data do not mirror results of time to reward 

data. 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 
1.14 0.1014 

ATR 0.5 

(n = 10 -11) 
0.89 0.0315 * 

ATR 3 

(n = 10-12) 
0.97 0.0029 * 

ATR 10 

(n = 7-10) 
0.91 0.5551 

ATR 200 

(n = 8-12) 
0.94 0.7712 
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3.3. Percent of Crayfish to Not Locate Reward Arm 

 The model fit for percent of crayfish to not locate reward arm, chi-square / DF, was 

marginal at 0.73. The p-value for treatment (Type III Tests) was < .0001. In order to determine 

the individual effects of treatments on this variable solutions for fixed effects and LSMeans tests 

were performed.  

 The results for percent of crayfish to not locate the reward arm within the trial period (30 

minutes) offered greater variation than observed thus far for other response variables. All 

atrazine treatment groups’ estimates, or regression coefficients, were positive, thus indicating 

that each treatment group had a greater overall percentage of crayfish that did not find the reward 

arm compared to control (Table 3.5). However, this difference was not significant from control 

for the atrazine 3 µg/L treatment group, as indicated by p > 0.05 and a confidence interval that 

overlapped 0.  

 In Figure 3.5, one can easily see that there were several significant differences between 

treatment groups, as well. LSMeans of atrazine 0.5, 10 µg/L, and 200 µg/L were found to be 

significantly greater than that of atrazine 3 µg/L, and therefore these treatments groups had 

significantly more animals fail to locate the reward arm compared not only to control, but also to 

atrazine 3 µg/L. 

 Recall, however, that there was a significant increase in time to reward arm for the 

atrazine 3 µg/L treatment group (Fig. 3.4). Therefore, although percentage-wise there was no 

difference in success rates to find reward arm between control and ATR 3, for those animals that 

did locate the reward arm it took significantly longer compared to control. These somewhat 

contradictory results further support the need for multiple behavioral analyses when attempting 
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to determine the potential toxicity of environmental contaminants. Additionally, these results 

further support a nonlinear toxicity response to atrazine concentration, which was suggested by 

previous analyses, as well. 

 

 

 

Table 3.5.  Percent Crayfish to Not Locate Reward Arm Solutions for Fixed Effects. All 

atrazine treatment groups, excluding ATR 3, had significantly more crayfish not locate reward 

arm. * Indicates a significant difference from control. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 
0 . . . . 

ATR 0.5 

(n = 10 -11) 
1.8383 0.3963 <.0001 * 1.0555 2.6211 

ATR 3 

(n = 10-12) 
0.7459 0.403 0.0661 -0.0503 1.5421 

ATR 10 

(n = 7-10) 
1.2383 0.3991 0.0023 * 0.4499 2.0267 

ATR 200 

(n = 8-12) 
1.676 0.3969 0.0429 * 0.05 0.892 
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Fig. 3.5. Mean Percent of Crayfish to Not Locate Reward Arm LSMeans. * directly above 

error bars represent significant difference from control (n = 15-17), and error bars represent 

95% confidence intervals. 

- ATR 0.5 (n = 10-11): p <.0001 

- ATR 3 (n = 10-12): p =.0661 

- ATR 10 (n = 7-10) p =.0023 

- ATR 200 (n = 8-12) p <.0001) 

 

 * above horizontal bars represent significant differences between treatment groups. ATR 3 

µg/L had significantly less crayfish locate reward arm than other ATR treatment groups. ATR 

3 uµg/L was not significantly different from control. 
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3.4. Time Spent in Under Cover Area of the T-Maze 

 The model fit for under cover data, chi-square / DF, was 1.04. The p-value for treatment 

(Type III Tests) was < .0001; therefore, there was a very significant effect of treatment on time 

spent in under cover area. In order to determine the individual effects of treatments on time spent 

under cover solutions for fixed effects and LSMeans tests were performed.  

 Based on  regression coefficients, as well as p-values, (Table 3.6) crayfish exposed to 

each level of atrazine treatment spent significantly longer than control in the under cover area of 

the maze, excluding the highest treatment group (ATR 200). Atrazine 0.5 µg/L treated crayfish 

had the most significant difference from control, with a p value <.0001, followed by atrazine 10 

µg/L and atrazine 3 µg/L. This is the first analysis in which results for atrazine 200 µg/L were 

not significantly different from control. However, each atrazine treatment had a positive estimate 

value, including, atrazine 200 µg/L. Thus, all treatment groups spent more time under cover, but 

the difference from control was only significant for animals exposed to the three lowest levels of 

atrazine.  

 Furthermore, based on under cover LSMeans (Figure 3.6) of control and atrazine 

treatment groups, one can easily see which treatments different significantly from control, as 

well as from each other. Crayfish exposed to atrazine 200 µg/L spent significantly less time 

under cover than did atrazine 0.5 µg/L and atrazine 10 µg/L groups. Note that there was not a 

significant difference between atrazine 200 µg/L and atrazine 3 µg/L. These results indicate, 

once again, a nonlinear toxic response to atrazine concentration at the sublethal level. 

Additionally, these results suggest that exposure of crayfish to atrazine at 0.5, 3, and 10 µg/L 

causes impairments in explorative behavior and increased lethargy. 
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Table 3.6. Under Cover Solutions for Fixed Effects. Animals exposed to the three lowest 

atrazine concentrations spent significantly more time than control under cover. * Indicates 

significant difference from control. Crayfish treated with 200 µg/L of atrazine spent more 

time under cover, based on a positive regression coefficient, than control, but this difference 

was not significant (p ≥ 0.05). Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 
0 . . . . 

ATR 0.5 

(n = 10 -11) 
1.9733 0.3971 <.0001 * 1.1944 2.7522 

ATR 3 

(n = 10-12) 
1.2237 0.3883 0.0017 * 0.4621 1.9853 

ATR 10 

(n = 7-10) 
1.5897 0.4094 0.0001 * 0.7868 2.3927 

ATR 200 

(n = 8-12) 
0.689 0.3933 0.08 -0.0824 1.4604 
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Fig. 3.6. Under Cover Least Square Means. * directly above error bar represents significant 

difference from control (n = 15-17). Error bars represent 95% confidence intervals. 

- ATR 0.5 (n = 10-11): p < .0001 

- ATR 3 (n = 10-12): p = 0.0017 

- ATR 10 (n = 7-10): p = 0.0001 

- ATR 200 (n = 8-12): p = 0.08)  

 

* above horizontal lines represents significant difference between treatment groups. ATR 

200 µg/L treated animals spent significantly less time under cover than ATR 10 & ATR 0.5. 

There was not a significant difference between ATR 3 and ATR 200. 
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 Effect of trial was tested for all treatment groups, including control, in order to determine 

if length of time animals were exposed to various levels of atrazine may have had an effect on 

time spent under cover and/or if familiarity with the maze, which would presumably increase 

with repeated trials, influenced maze performance for controls and atrazine treatment groups. 

Table 3.7 lists the model fit for each treatment, in which effect was trial and time under cover 

was response, as well each models’ respective p-values (type III tests). 

 

 

 

 

 

 

Table 3.7. Effect of Trial on Under Cover Time. There was a significant effect of trial on time 

spent under cover by control group, as indicated by *. Trial did not prove to have a significant 

effect on under cover time for any atrazine treatment groups. 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 
1.02 0.0004 * 

ATR 0.5 

(n = 10 -11) 
0.74 0.0927 

ATR 3 

(n = 10-12) 
1.04 0.3570 

ATR 10 

(n = 7-10) 
0.86 0.8113 

ATR 200 

(n = 8-12) 
1.10 

 

0.5215 



58 
 

The only group for which trial had a significant effect on time spent under cover was 

control (Table 3.7). For each of the atrazine treatments there was not a significant effect of trial, 

or p > 0.05. It is helpful to view the data in conjunction with Figure 3.7, which contains raw, 

observed data of mean time under cover over repeated trial for control and atrazine treatment 

groups. In Figure 3.7 one can see that for control animals as trial/day progressed the mean time 

spent under cover decreased in general, and as there was a significant effect of trial one may 

infer that the observed decrease in time spent under cover over repeated trials was significant. 

Therefore, control crayfish became more explorative and bold as they became more familiar with 

their environment, while atrazine treated crayfish did not. Furthermore, one may also extend this 

interpretation to infer that perhaps this is evidence of learning in control crayfish. In effect, it is 

plausible that as untreated animals became more familiar with their environment and learned that 

it was not threatening (lacked potential predators) they became more willing to explore said 

environment and spent less time at the base of the maze in the under cover area. Thus, crayfish 

exposed to atrazine 0.5, 3, and 10 µg/L exhibited significant deficits, compared to control and 

spent more time under cover, an indication of toxicant induced deficits in explorative behavior 

and boldness, as well as increased lethargy, which perhaps may also suggest that these particular 

treatment groups also had impairments in learning. 
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Trial (Day) 

Control

ATR 200

ATR 10

ATR 3

ATR 0.5

Linear

(Control)

Linear

(ATR

200)
Linear

(ATR 10)

Linear

(ATR 3)

Linear

(ATR

0.5)

Fig. 3.7. Mean time under cover over repeated trials for control and atrazine treatment 

groups. Trendlines represent linear fit for data. Control: n = 15-17, ATR 0.5: n = 10-11, ATR 

3: n = 10-12, ATR 10: n = 7-10, and ATR 200: n = 8-12. There was a significant effect of 

trial (day) on time spent under cover for untreated crayfish. Therefore, control group spent 

significantly less time, at least until trial 12, under cover as trials progressed; thus, control 

animals became significantly more bold and explorative as they became more familiar with 

the maze. Additionally, one may infer that this is evidence of learning in control crayfish. 

Atrazine treated crayfish, excluding ATR 200, spent significantly more time under cover than 

control (Fig. 3.6); thus, crayfish exposed to the three lowest concentrations of atrazine had 

impaired boldness and elevated lethargy compared to controls. 
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3.5. Time Needed to Complete ~ 180° Turnarounds 

  The model fit for ~ 180° turnaround data, chi-square / DF, was marginal at 0.89, and the 

p-value for treatment (Type III Tests) was < .0001. Thus, treatment had a very significant effect 

on the time needed for crayfish to complete roughly 180° turnarounds.  Compared to control 

every atrazine treatment group of crayfish took longer to complete turnarounds, as indicated by 

positive regression coefficients (estimate values in Table 3.8). Furthermore, these elevated values 

were significantly different from control for each atrazine treatment group. Refer to table 3.8 for 

modeled turnaround data’s solutions for fixed effects values. 

 The predicted population margins results (in which standard errors are adjusted for 

covariance parameters in the model), or LSMeans, echoed those of the regression coefficients for 

turnaround data. Each treatment group took significantly longer to perform ~ 180° turnarounds 

compared to control (Figure 3.8). Assuming ~ 180° turnaround times may be used to interpret 

motor control, these results suggest that exposure to subthreshold levels of atrazine resulted in 

deficits in crayfish motor response. 
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Table 3.8. ~ 180° Turnaround Solutions for Fixed Effects. Each atrazine treatment group took 

significantly longer than control (indicated by *) to perform turnarounds compared to control, 

an indication of impaired motor control in treated crayfish. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

P Lower Upper 

Control 

(n = 15-17) 
0 . . . . 

ATR 0.5 

(n = 10 -11) 
0.6241 0.1078 <.0001 * 0.4126 0.8356 

ATR 3 

(n = 10-12) 
0.4766 0.1012 <.0001 * 0.2780 0.6752 

ATR 10 

(n = 7-10) 
0.5874 0.1118 <.0001 * 0.3679 0.8069 

ATR 200 

(n = 8-12) 
0.4094 0.1004 <.0001 * 0.2123 0.6064 



62 
 

 

 

 

 

 

 

 

0.0

0.5

1.0

1.5

2.0

2.5

3.0
~

 1
8
0
 °

 T
u

rn
a
ro

u
n

d
 L

S
M

ea
n

s 

 

Control

ATR 0.5

ATR 3

ATR 10

ATR 200

* 
* 

* * 

Fig. 3.8. ~ 180° Turnaround Least Square Means. * Indicates significance from control (n 

= 15-17), and error bars represent 95% confidence intervals. P <.0001 for each atrazine 

treatment group compard to control (n = 15-17). Sample sizes for atrazine treatment groups 

were as follows: ATR 0.5 (n = 10-11), ATR 3 (n = 10-12), ATR 10 (n = 7-10), and ATR 

200 (n = 8-12). 

 

P-values for each atrazine treatment group <.0001; thus, each atrazine treatment group took 

significantly longer to perform turnarounds than control. Additionally, there was no 

significant difference in turnaround times between any atrazine treatment groups. 
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Chapter 4. Results: Effects of Atrazine Degradates on Behavior 

4.1. Justification of Data Fitting and Model Selection 

As explained in section 3.1, plots of raw, observed data means were not used for 

statistical analysis, as they offer no information about the actual strength of the correlations of 

the data for within subject effects in a longitudinal study (High, 2011). All response variables’ 

data were modeled with a negative binomial distribution (accounting for extreme 

overdispersion), and the covariate structures were specified as first order autoregressive to 

account for correlation of longitudinal data. The effect of treatment on each response variable 

was tested. Each of the models mentioned throughout the remainder of Chapter 4 had moderate 

to excellent model fit (Pearson Chi-Square / DF). Statistical analysis was based on tests of 

modeled data, including Solutions for Fixed Effects tables (which include regressions 

coefficients) and LSMeans, which allowed pairwise comparisons between degradate treatment 

groups as well as to atrazine treatment groups. 

Similarly to Chapter 3, some response variables’ (time to reward, time to reward arm and 

time under cover) raw, observed data are also described for interpretation of trends that were 

observed over repeated trials. Thus, the longitudinal data presented are solely descriptive pieces 

of data. The decision was made to not normalize these data, as this would decrease the obvious 

differences between control and atrazine treatment groups for these response variables and would 

deter from the overall message of figures displaying longitudinal data. 
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4.2. Location of Reward & Reward Arm 

Effect of treatment was tested for modeled time to reward and time to reward arm data. 

All treatment data were modeled together; thus, the model fits are the same as mentioned 

previously in Section 3.1. Model fit for time to reward data was 0.99, and model fit for time to 

reward arm data was 1.02. The type III tests of fixed effects were as follows: p = 0.0105 for time 

to reward data and p  = 0.0173 for time to reward arm data.  Therefore, treatment had a 

significant effect on time to reward, as well as time to reward arm. 

The regression coefficients for atrazine’s degradates were similar for modeled time to 

reward, Table 4.1, and time to reward arm data, Table 4.2. All estimates were positive for both 

response variables for DEA, DIA, and HA, indicating that animals exposed to these chemicals 

took longer to find the food reward and locate the reward arm compared to control crayfish. 

However, DIA 0.5 µg/L and DIA 10 µg/L were not significantly different from control, as 

indicated by p > 0.05, while crayfish exposed to DEA and HA (at both concentrations) took 

significantly longer for both response variables.  
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Table 4.1. Time to Reward Solutions for Fixed Effects. DEA and HA treatment groups had 

significantly greater latency to reward compared to control, indiacted by *. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

P Lower Upper 

Control 

(n = 15-17) 

0 . . . . 

DEA 0.5 

(n = 6-11) 

0.4528 0.2159 0.0361 * 0.02937 0.8763 

DEA 10 

(n = 7-11) 

0.5212 0.2161 0.0160 * 0.09730 0.9451 

DIA 0.5 

(n = 5-11) 

0.3045 0.2165 0.1598 -0.1202 0.7292 

DIA 10 

(n = 8-11) 

0.3566 0.2160 0.0990 -0.06709 0.7803 

HA 0.5 

(n = 6-11) 

0.7149 0.2155 0.0009 * 0.2921 1.1376 

HA 10 

(n = 9-11) 

0.7347 0.2154 0.0007 * 0.3122 1.1573 

Table 4.2. Time to Reward Arm Solutions for Fixed Effects. DEA and HA treated crayfish 

too significantly longer to locate the reward arm compared to control, indicated by *. Alpha = 

0.05. Results agree with those presented in Table 4.1. 

Treatment Estimate Standard 

Error 

P Lower Upper 

Control 

(n = 15-17) 

0 . . . . 

DEA 0.5 

(n = 6-11) 

0.4709 0.2385 0.0485 * 0.003173 0.9386 

DEA 10 

(n = 7-11) 

0.6441 0.2387 0.0070 * 0.1759 1.1122 

DIA 0.5 

(n = 5-11) 

0.3874 0.2391 0.1053 -0.08145 0.8563 

DIA 10 

(n = 8-11) 

0.4042 0.2386 0.0905 -0.06389 0.8722 

HA 0.5 

(n = 6-11) 

0.7593 0.2382 0.0015 * 0.2922 1.2264 

HA 10 

(n = 9-11) 

0.7682 0.2381 0.0013 * 0.3011 1.2352 
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Degradate regression coefficients are supported by results obtained from LSMeans tests 

of modeled time to reward, Figure 4.1, and time to reward arm data, Figure 4.2. Significant 

differences (p < 0.05) from control are indicated by asterisks above error bars. Although DIA 0.5 

µg/L and DIA 10 µg/L were not significantly different from control for time to reward or time to 

reward arm, neither DIA treatment was significantly different from DEA or HA treatments (for 

time to reward or time to reward arm). Additionally, it was found that ATR 0.5 µg/L treated 

crayfish took significantly longer to locate the reward than the DIA 0.5 µg/L group (p = 0.0331). 

Pairwise comparisons of LSMeans between treatment groups suggest that DIA is slightly less 

toxic than DEA and HA (but not significantly so), and that it is also significantly less toxic than 

ATR (for time to reward), but only at the lowest concentrations tested (refer to tables and figures 

in Appendix). There was not a significant difference between DIA 10 µg/L and any ATR group. 

Also, the three highest ATR treatment groups were not found to be significantly different from 

degradate treatment groups for time to reward or time to reward arm. However, as stated 

previously, analysis of different behavioral endpoints often leads to varying results; thus, it is 

wise to avoid making judgments on chemical toxicity based solely on a single analysis. 

 Effect of trial was tested for all degradate treatment groups to determine if length of time 

animals were exposed to 0.5 µg/L and 10 µg/L of DEA, DIA or HA may have had an effect on 

time to reward and time to reward arm. Table 4.3 lists the model fit for each degradate treatment, 

in which trial was the effect and time to reward was the response, as well each models’ 

respective p-values (type III tests), and Table 4.4 lists the same information, but for response 

variable time to reward arm.  
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Figure 4.1. Time to reward LSMeans. * Indicate significance from control (n = 15-17), and 

error bars represent 95% confidence intervals. 

- DEA 0.5 (n = 6-11): p = 0.0361 

- DEA 10 (n = 7-11): p = 0.016 

- DIA 0.5 (n = 5-11): p = 0.1598 

- DIA 10 (n = 8-11): p = 0.099 

- HA 0.5 (n = 6-11): p = 0.0009 

- HA 10 (n = 9-11): p = 0.0007  

 

DIA treatments were not significantly different from control, and none of the degradate 

treatments were significantly different from each other, indicating that DIA is the least toxic 

of the degradation products tested. DEA and HA treatment groups took significantly longer 

than control to locate reward. 
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Figure 4.2. Time to reward arm LSMeans. * Indicate significance from control (n = 15-17), 

and error bars represent 95% confidence intervals. 

- DEA 0.5 (n = 6-11): p = 0.0485 

- DEA 10 (n = 7-11): p = 0.0.007 

- DIA 0.5 (n = 5-11): p = 0.1053 

- DIA 10 (n = 8-11): p = 0.0905 

- HA 0.5 (n = 6-11): p = 0.0015 

- HA 10 (n = 9-11): p = 0.0013 

 

DIA treatments were not significantly different from control, and none of the degradate 

treatments were significantly different from each other, which may indicate that DIA is 

slightly less toxic than the other degradates (although not significantly so). DEA and HA 

treatment groups had significantly greater latency to reward arm than did control.  
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Table 4.3. Effect of Trial On Time to Reward for each degradate treatment group. * Indicates 

significant effect of trial (day). DEA 10, DIA 0.5, and HA 0.5 groups had a significant effect 

of trial (day) on latency to reward. 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 

1.07 0.0610 

DEA 0.5 

(n = 6-11) 

0.97 0.5958 

DEA 10 

(n = 7-11) 

1.05 0.0134 * 

DIA 0.5 

(n = 5-11) 

1.03 0.0170 * 

DIA 10 

(n = 8-11) 

1.16 0.5915 

HA 0.5 

(n = 6-11) 

0.96 0.0022 * 

HA 10 

(n = 9-11) 

0.96 0.7610 

Table 4.4.  Effect of Trial On Time to Reward Arm. * Indicates significant effect of trial 

(day). DIA 0.5 and HA 0.5 groups had a significant effect of trial (day) on time needed to 

locate reward arm. 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 

1.14 0.1014 

DEA 0.5 

(n = 6-11) 

1.02 0.6587 

DEA 10 

(n = 7-11) 

0.93  0.4077 

DIA 0.5 

(n = 5-11) 

1.04 0.0139 * 

DIA 10 

(n = 8-11) 

1.18 0.8965 

HA 0.5 

(n = 6-11) 

0.96 0.0087 * 

HA 10 

(n = 9-11) 

1.13 0.6899 
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Trial (day) had a significant effect on time to reward for crayfish exposed to DEA 10 

µg/L, DIA 0.5 µg/L and HA 0.5 µg/L, and there was also a significant effect of trial on time to 

reward arm for two of these groups, DIA 0.5 µg/L and HA 0.5 µg/L. Interestingly, mean time to 

reward peaked around trial day 8 for DEA 10 µg/L treatment group (Figure 4.3). This may 

indicate that there is a time frame following exposure to DEA 10 µg/L during which toxic risks 

are most severe, as trial (day) was significant for this group. However, it is important to realize 

that regardless of trial day, DEA 10 µg/L treatment group continued to take longer to locate 

reward than did control, with a mean overall time to reward of 14 min. 35 sec. compared to 6 

min. 56 sec. for control. 

There was a significant effect of trial for time to reward, as well as for time to reward arm 

for animals exposed to DIA 0.5 µg/L. Upon viewing Figures 4.4 and 4.5, once can see that time 

for both variables tended to increase over  trials/days for DIA 0.5 treatment group. Perhaps, if 

animals were exposed to DIA 0.5 µg/L for a longer period of time and if trials were continued, 

this trend would persist. It seems reasonable to assume so, as trial did have a significant effect. 

Therefore, perhaps animals exposed to DIA 0.5 µg/L would have differed significantly from 

control crayfish for time to reward and time to reward arm if trials were continued for a longer 

period of time. This further highlights the importance of doing repeated trial studies so that one 

can better elucidate the effects of length of exposure time of potential toxins.  

There was also a significant effect of trial/day on times to reward and reward arm for 

animals exposed to HA 0.5 µg/L. Mean time to reward and mean time to reward arm, Figures 4.6 

and 4.7 (respectively) increased with prolonged exposure. Thus, the longer animals were 

exposed to 0.5 µg/L of HA the more pronounced the toxin-induced deficits, which were 

significantly different from control. 
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Based on results presented in section 4.1, crayfish exposed to 0.5 µg/L and 10 µg/L of 

DEA or HA demonstrated significantly impaired abilities to locate food reward and reward arm. 

Also, as exposure time to HA 0.5 µg/L increased observed deficits became more pronounced, 

and there was a peak in toxic effects observed on Day 8 for DEA 10 treatment group. 

Furthermore, there is reason to suspect that if crayfish were exposed to DIA 0.5 µg/L for a longer 

period of time observed deficits would be significant from control.  
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Fig. 4.3. Mean time to reward over repeated trials for control and DEA treated crayfish. 

Control: n = 15-17, DEA 0.5: n = 6-11, and DEA 10: n = 7-11. There was a significant 

effect of trial for DEA 10 µg/L treated crayfish. Latency to reward peaked on Day 8 for 

DEA 10 group, suggesting a possible time frame during which exposure to 10 µg/L of DEA 

generates the most toxic effects. Trendlines represent linear fit of data. DEA 0.5 & DEA 10 

were both found to require significantly longer to locate reward compared to control (Table 

and Fig. 4.1). 
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Fig. 4.4. Mean time to reward over repeated trials for control and DIA treatment groups. 

Control: n = 15-17, DIA 0.5: n = 5-11, and DIA 10: n = 8-11. Neither treatment group was 

significant from control, but there was a significant effect of trial on time to reward for DIA 

0.5 µg/L treated crayfish; latency to reward increased, in general as trial/day progressed. 

Thus, it is possible that if trials had been continued the difference between control and DIA 

0.5 in latency to reward may have proven to be significant. Trendlines represent linear fits 

of data. 
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Fig. 4.5. Mean time to reward arm over repeated trials for control and DIA treatment 

groups. Control: n = 15-17, DIA 0.5: n = 5-11, and DIA 10: n = 8-11. Neither treatment 

group was significant from control, but there was a significant effect of trial on time to 

reward arm for DIA 0.5 µg/L treated crayfish. In general as trial/day progressed DIA 0.5 

group took longer to locate reward arm. Thus, it is possible that if trials had been 

continued the difference between control and DIA 0.5 in latency to reward arm may have 

proven to be significant. Trendlines represent linear fits of data. 
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Fig. 4.6. Mean time to reward over repeated trials for control and HA treatment groups, 

which were both significantly different from control. Control: n = 15-17, HA 0.5: n = 6-11, 

and HA 10: n 9-11. There was a significant effect of trial for time to reward for HA 0.5 

µg/L treated crayfish, which took longer to locate reward as trial progressed, suggesting 

that toxic effects of HA 0.5 µg/L increase with time. Trendlines represent linear fits of data. 
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Figure 4.7. Mean Time to reward arm over repeated trials for control and HA treatment 

groups, which were both significantly different from control. Control: n = 15-17, HA 0.5: n = 

6-11, and HA 10: n 9-11. There was a significant effect of trial for time to reward arm for HA 

0.5 µ/L treated crayfish. HA 0.5 group took longer, in general to locate reward arm as trials 

progressed, which suggests that toxic effects of HA (at least at 0.5 µg/L) increase with time. 

Trendlines represent linear fits of data. 
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4.3. Percent of Crayfish to Not Locate Reward Arm  

 The model fit of mean percent of crayfish to not locate reward arm data was 0.73, and p < 

.0001. In order to determine the individual effects of atrazine degradate treatments on percent of 

crayfish to locate reward arm solutions for fixed effects and LSMeans tests were once again 

performed.  

 Degradate treatment groups’ results for percent of crayfish to not locate reward arm 

offered quite a bit of variation between groups. Table 4.5 lists regression coefficients (estimates), 

standard error, p-values, alpha, and upper and lower 95 % confidence intervals for modeled 

percent of crayfish to not locate the reward arm data. All degradate treatment groups’ regression 

coefficients were positive, excluding DIA 10 µg/L, thus indicating that most treatment groups 

had a greater overall percentage of crayfish that did not find the reward arm compared to control. 

However, half of the degradate treatment groups had significantly more animals not locate the 

reward arm compared to control (p < 0.05).  

 Degradate treatment groups that had a significantly greater percent of crayfish to not 

locate the reward arm included those exposed to DEA 10 µg/L, HA 0.5 µg/L and HA 10 µg/L. 

Similar to results for time to reward and time to reward arm data, neither DIA treatment group 

differed significantly from control. An additional group, DEA 0.5 µg/L, was not significantly 

different from control for this analysis, as well. A single treatment level of DEA was found to 

differ significantly from control, and both treatment levels of HA also had significant results. 

Results for this behavioral endpoint suggest that HA is the most toxic of the atrazine degradation 

products tested, as HA was the only degradate chemical for which results of both concentrations 

tested were significantly greater than control. 
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 Results of LSMeans agree with degradate regression coefficients (Table 4.5); DEA 10 

µg/L, HA 0.5 µg/L and HA 10 µg/L treatment groups’ LSMeans were significantly greater than 

control’s. Figure 4.9 and 4.10 include visual representations of significant LSMeans differences 

between degradate treatment groups. HA 10 µg/L and HA 0.5 µg/L LSMeans were both 

significantly greater than DEA 0.5 µg/L and DIA treatment groups (Figure 4.9). This may 

indicate that HA is the most toxic of the atrazine degradation products. Also, DEA 10 µg/L was 

significantly greater than DEA 0.5 µg/L, which was not significant from control, an indication 

that DEA may be much more toxic at the greater concentration. Furthermore, DEA 10 µg/L was 

also more toxic than both concentrations of DIA (Figure 4.10), which suggests that DIA is the 

least toxic of the degradates. Analysis of this behavioral endpoint, in particular, resulted in the 

greatest variation of results among treatment groups. Therefore, analysis of percent of crayfish to 

not locate reward arm may be the most beneficial behavioral endpoint for predicting the order of 

subthreshold toxicity. Results of degradate treatments’ percent of crayfish to not locate reward 

arm LSMeans suggest a possible order of atrazine degradate toxicity as follows: HA ≥ DEA > 

DIA. 

 It is also noteworthy that ATR 0.5 and 200 µg/L treatment groups had significantly more 

animals not locate reward arm than did several degradate treatment groups, including DEA 0.5, 

DIA 0.5, DIA 10 µg/L (Figure 4.11). However, ATR 0.5 and 200 µg/L were not significantly 

different from either HA treatment group, while HA 10 was significantly greater than ATR 3. 

Thus, depending on the concentration being tested atrazine and HA are either comparably as 

toxic or HA is significantly more toxic (based on percent of crayfish to not locate reward arm 

data). Furthermore, for the same response variable, ATR 10 was significantly greater than DEA 

0.5 and DIA 10. ATR 3, which was not significant from control, was also significantly less than 
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DEA 10 and significantly greater than DIA 10  (Figure 4.11). Therefore, as mentioned 

previously, test matters. Analysis of percent of crayfish to not locate reward arm data generated, 

by far, the most diverse results, but this analysis may be useful in predicting order of toxicity. As 

explained previously, there is evidence that HA ≥ DEA > DIA, and depending on concentration 

tested ATR ≤ HA. However, if one only considers comparisons between equal concentrations, 

i.e. at 0.5 or 10 µg/L, atrazine was found to be comparably as toxic as HA at both concentration 

levels and was also comparable to DEA 10. Based on this criteria, ATR ~ HA in toxicity. Thus, 

the suggested order of toxicity is ATR ~ HA ≥ DEA > DIA. 
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Table 4.5.  Percent Crayfish to Not Locate Reward Arm Solutions for Fixed Effects. * 

indicates significance from control. Half of the degradate treatment groups had significantly 

more crayfish not locate reward arm compared to control. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 

0 . . . . 

DEA 0.5 

(n = 6-11) 

0.1173 0.4118 0.7762 -0.6962 0.9307 

DEA 10 

(n = 7-11) 

1.6620 0.3969 <.0001 * 0.8779 2.4461 

DIA 0.5 

(n = 5-11) 

0.5778 0.4049 0.1556 -0.2220 1.3776 

DIA 10 

(n = 8-11) 

-0.2039 0.4187 0.6270 -1.0311 0.6233 

HA 0.5 

(n = 6-11) 

1.3991 0.3982 0.0006 * 0.6125 2.1856 

HA 10 

(n = 9-11) 

1.7083 0.3967 <.0001 * 0.9246 2.4921 
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Fig. 4.8. Percent of crayfish to not locate reward arm LSMeans for control and all 

degradate treatment groups. . * Indicate significance from control (n = 15-17), and error 

bars represent 95% confidence intervals. 

- DEA 0.5 (n = 6-11):  p = 0.7762 

- DEA 10 (n = 7-11): p < .0001 

- DIA 0.5 (n = 5-11): p = 0.1556 

- DIA 10 (n = 8-11): p = 0.627 

- HA 0.5 (n = 6-11): p = 0.0006 

- HA 10 (n = 9-11): p < .0001 

 

Both HA treatment groups and DEA 10 had significantly more crayfish not locate reward 

arm compared to control crayfish. 
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Fig. 4.9. Percent of crayfish to not locate reward arm LSMeans. Graph shows treatments 

that were significantly different from HA treatment groups, indicated by *. Error bars 

represent 95% confidence intervals 

 Pairwise comparisons: to    HA 0.5 (n = 6-11)   and     to HA 10 (n = 9-11): 

- DEA 0.5 (n = 6-11): p    = 0.0015   and        < .0001 

- DIA 0.5 (n = 5-11):  p    = 0.0362   and        = 0.004 

- DIA 10 (n = 8-11):   p    = 0.0001   and        < .0001 

 

Results suggest that HA is most toxic of degradation products. 
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Fig. 4.10. Percent of crayfish to not locate reward arm LSMeans. Graphs shows treatments 

that were significantly different from DEA 10 µg/L, indicated by *. Error bars represent 95% 

confidence intervals. 

Pairwise comparisons to DEA 10 (n = 7-11): 

- DEA 0.5 (n = 6-11) : p = 0.0001 

- DIA 0.5 (n = 5-11):  p = 0.0058 

- DIA 10 (n = 8-11):   p < .0001 

 

Results indicate that DEA is significantly more toxic at the greater concentration; also, DEA 

is more toxic than DIA. In conjunction with Fig. 4.9, this provides evidence that the order of 

degradate toxicity is HA > DEA > DIA. 
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Fig. 4.11. Percent of crayfish not to locate reward arm LSMeans comparing atrazine and 

degradate treatment groups in pairwise fashion. P-values are listed in Table A.3. Error bars 

represent 95 % confidence intervals. Sample sizes were as follows: ATR 0.5: n = 10-11, ATR 

3: n = 10-12, ATR 10: n = 7-10, ATR 200: n = 8-12, DEA 0.5: n = 6-11, DEA 10: n = 7-11, 

DIA 0.5: n = 5-11, DIA 10: n = 8-11, HA 0.5: n = 6-11, HA 10: n = 9-11. 

- Represents treatment was significantly > ATR 3 : * 

- Represents treatment was significantly > DEA 0.5: ∆ 

- Represents treatment was significantly > DIA 0.5: ° 

- Represents treatment was significantly > DIA 10: ∞ 

There were a lot of significant differences between treatment groups. Both DIA treatment 

groups and DEA 0.5 were found to generate the least deficits in this response variable, 

followed by ATR 3. DEA was significantly more toxic at the higher concentration. ATR ≤ HA 

groups & DEA 10, depending on concentration tested. This analysis may be the most useful 

for predicting order of toxicity; however, it is important to perform multiple behavioral 

analyses in order to gain a more comprehensive understanding of toxic effects of 

contaminants. 
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4.4. Time Spent in Under Cover Area of the T-Maze 

 The model fit of under cover data was 1.04, and p was < .0001, indicating a very 

significant effect of treatment on time spent in under cover area. In order to determine the 

individual effects of degradate treatments on time spent under cover solutions for fixed effects 

and LSMeans tests were performed.  

 Each degradate treatment was found to have a positive regression coefficient, as well as a 

significant p-value (Table 4.6). Thus, all groups of crayfish exposed to a degradate treatment 

spent significantly more time in the under cover area of the maze than did control animals.   

 Results of degradate treatment groups’ modeled under cover data LSMeans (Figure 4.12) 

agree with results for solutions of fixed effects. Note that none of the degradate treatments were 

found to be significantly different from each other, which differs from previous analyses. 

Overall, the analysis of degradate treatment groups’ time spent under cover data suggests that 

each degradate treatment group did spend significantly more time in this area at the base of the 

maze, which indicates that crayfish exposed to 0.5 and 10 µg/L of DEA, DIA and HA were less 

bold and explorative than untreated animals and preferred the covered area of the maze, perhaps 

as a means of avoiding potential predators or due to increased lethargy. 

 Compared to atrazine treatment groups, both HA treatment groups spent significantly 

more time under cover than did animals exposed to atrazine 200 µg/L, providing further 

evidence that HA is more toxic than atrazine at certain concentrations. ATR 200 also spent 

significantly less time under cover than DEA 10; however, ATR 0.5 was significantly greater 

than DEA 0.5 (refer to tables and figures in Appendix). So, once again, the order of toxicity 

depends on the concentrations being tested, as well as on the behavioral endpoint being assessed.  
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Table 4.6. Under Cover Solutions for Fixed Effects of Degradate Treatment Groups. Every 

degradate treatment groups spent significantly longer (based on regression coefficient 

estimates and their respective p-values) under cover than did control. * Indicates significance 

from control. Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 

0 . . . . 

DEA 0.5 

(n = 6-11) 

1.0388 0.3989 0.0093 * 0.2563 1.8212 

DEA 10 

(n = 7-11) 

1.5681 0.4000 <.0001 * 0.7836 2.3526 

DIA 0.5 

(n = 5-11) 

1.1951 0.4002 0.0029 * 0.4103 1.9800 

DIA 10 

(n = 8-11) 

1.1913 0.3987 0.0029 * 0.4092 1.9733 

HA 0.5 

(n = 6-11) 

1.6694 0.3976 <.0001 * 0.8894 2.4493 

HA 10 

(n = 9-11) 

1.6241 0.3986 <.0001 * 0.8423 2.4059 
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Fig. 4.12. LSMeans of under cover times for control and degradate treatment groups. * 

indicates a significant difference from control (n = 15-17). Error bars represent 95% 

confidence intervals. 

- DEA 0.5 (n = 6-11): p = 0.0093 

- DEA 10 (n = 7-11): p < .0001 

- DIA 0.5 (n = 5-11): p = 0.0029 

- DIA 10 (n = 8-11): p = 0.0029 

- HA 0.5 (n = 6-11): p < .0001 

- HA 10 (n = 9-11): p < .0001 

 

 All treatments differed significantly from control, but did not differ from each other. 
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 In order to determine if length of time animals were exposed to various levels of DEA, 

DIA and HA may have had an effect on time spent under cover and/or if familiarity with the 

maze increased explorative behavior effect of trial on time spent under cover was tested for each 

degradate treatments group. Table 4.7 lists the model fit for each treatment, in which effect was 

trial and time under cover was response, as well each models’ respective p-values (type III tests). 

 Trial, or day, was found to have a significant effect on the amount of time spent in the 

under cover area of the maze by DEA 10 µg/L, DIA 0.5 µg/L and HA 0.5 µg/L treated animals. 

Interestingly, there was also a significant effect of trial on time spent under cover by control 

crayfish.  

Control crayfish, in general, spent less time in the under cover area as trail, or day, 

progressed at least until trial day 12 (Figures 4.13 – 4.15). Trial had a significant effect on time 

spent under cover for control crayfish. Thus, control animals spent significantly less time under 

cover as trial (day) progressed; this may indicate that as animals spent more time in the maze and 

became familiar with it they became more explorative and bold, up until a point. Perhaps the 

slight increase in under cover for the last few trials shows that crayfish simply became bored 

with the maze after a while. It’s difficult, and risky, to try to explain all motives behind a group 

of animals’ behavior as much variation naturally exists. Regardless of slight increases in time 

under cover near the end of the trial period, it is obvious that untreated crayfish, in general, 

become significantly bolder and more explorative as they became more familiar with the maze. 

Additionally, it is also possible to extend this interpretation to infer that perhaps significantly 

decreased time under cover area over repeated trials may be evidence of learning in control 

crayfish. Possibly, as animals became more familiar with their environment and learned that it 
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was not threatening (lacked potential predators) they became increasingly explorative and bold 

as a result. 

 There was also a significant effect of trial on time spent under cover by crayfish exposed 

to DEA 10 µg/L. Referring to Figure 4.14 this group of crayfish had a time-frame, trials 8 to 10, 

during which they spent the most time in the under cover area. This may suggest that there is a 

particular time frame following exposure to DEA 10 µg/L during which toxic effects are most 

severe. This observation was also made for DEA 10 µg/L treated crayfish for time to reward over 

repeated trials (Fig. 4.3), in which mean time to reward was greatest during trial 8. Thus, there is 

added support for a time-frame following exposure during which toxic effects of DEA 10 µg/L 

are most severe. 

There was also a significant effect of trial, or day, on time spent under cover for crayfish 

exposed to DIA 0.5 µg/L and HA 0.5 µg/L. For both of these treatments, mean time under cover 

increased as trials progressed (Figures 4.14 & 4.15), with a peak amount of time spent under 

cover on trial day 12. Furthermore, these observations are supported by those made for the same 

treatments for the response variables time to reward and time to reward arm (Figs. 4.4 – 4.7), in 

which both treatment groups required longer to find reward and reward arm. These results in 

conjunction suggest that detrimental subthreshold effects of DIA 0.5 µg/L and HA 0.5 µg/L 

increase with time and may have a peak day during which toxicity is most pronounced, which 

once again stresses the importance of multiple analyses and longitudinal studies for 

comprehensive interpretation of environmental contaminants’ toxicity.  
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Table 4.7. Effect of Trial on Time Spent in Under Cover Area for Control and Degradate 

Treatment Groups. There was a significant effect of trial/day on time under cover for control, 

DEA 10, DIA 0.5, and HA 0.5 groups. 

Treatment Fit: Chi-square / DF p-value 

Control 

(n = 15-17) 

1.02 0.0004 * 

DEA 0.5 

(n = 6-11) 

0.97 0.9567 

DEA 10 

(n = 7-11) 

0.99 0.0049 * 

DIA 0.5 

(n = 5-11) 

1.10 <.0001 * 

DIA 10 

(n = 8-11) 

1.23 0.7389 

HA 0.5 

(n = 6-11) 

0.87 0.0045 * 

HA 10 

(n = 9-11) 

1.14 0.3379 
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Fig. 4.13. Mean time under cover over entire trial period (15 days) for control and DEA 

treatment groups. Control: n = 15-17, DEA 0.5: n = 6-11, and DEA 10: n = 7-11. 

Trendlines represent linear fit of data. DEA 0.5 & 10 µg/L spent significantly longer under 

cover compared to control (Table 4.6 & Fig. 4.11). There was a significant effect of trial on 

time under cover for control and DEA 10 treated crayfish. Control crayfish spent 

significantly less time under cover, at least up until trial 12, indicating that as they became 

more familiar with their environment untreated crayfish became bolder and began to 

explore the maze more. DEA 10 group had a time frame during which time spent under 

cover was at a maximum, trials 8 to10, suggesting a period following exposure during 

which toxic effects of DEA 10 µg/L are most pronounced. Overall, treated crayfish 

exhibited impaired boldness and increased lethargy compared to control crayfish.  
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Fig. 4.14. Mean time under cover over entire trial period (15 days) for control and DIA 

treatments groups. Trendlines represent linear fits of data Control: n = 15-17, DIA 0.5: n = 

5-11, and DIA 10: n = 8-11. DIA 0.5 & 10 µg/L spent significantly longer under cover 

compared to control (Table 4.6 & Fig. 4.11). There was a significant effect of trial on time 

under cover for control and DIA 0.5 treated crayfish, which in general spent longer under 

cover as trial progressed. Time under cover peaked on day 12 for DIA 0.5 group, 

suggesting a period following exposure during which toxic effects of DIA 0.5 µg/L are 

most pronounced.  Control crayfish spent significantly less time under cover as trials 

progressed for most of the trial period (12 days). Overall, DIA treated crayfish exhibited 

impaired boldness and increased lethargy compared to control crayfish.. 
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Fig. 4.15. Mean time under cover over entire trial period (15 days) for control and HA 

treated animals. Trendlines represent linear fits of data Control: n = 15-17, HA 0.5: n = 6-

11, and HA 10: n = 9-11. HA treated crayfish spent significantly longer under cover 

compared to untreated crayfish (Table 4.6 & Fig. 4.11). There was a significant effect of 

trial on time under cover for control and HA 0.5 treated crayfish, which spent increasing 

amounts of time under cover as trial progressed, in general, with a peak time under cover on 

trial day 12. These results suggest that control crayfish spent significantly less time under 

cover (up to trial 12), while HA 0.5 group spent significantly more time under cover, as 

trials (days) progressed. Thus, untreated crayfish became bolder as they became more 

familiar with their environment, while HA treated crayfish did not. Furthermore, toxic 

effects of HA 0.5 became more pronounced with prolonged exposure. 
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4.4. Time Needed to Complete ~ 180° Turnarounds 

 The model fit for ~ 180° turnaround data was 0.89, and the p-value for treatment (Type 

III Tests) was < .0001. Treatment had a very significant effect on the time needed for crayfish to 

complete roughly 180° turnarounds. Compared to control every degradate treatment group of 

crayfish took longer, as indicated by positive regression coefficients (estimate values in Table 

4.8), to complete turnarounds. Furthermore, these elevated values were significantly different 

from control, based on p-values < .0001 for each atrazine degradate treatment group. 

 

 

 

 

Table 4.8. ~ 180° Turnaround Solutions for Fixed Effects. Every degradate treatment group 

took significantly longer than control to complete turnarounds, indicated by *.  Alpha = 0.05. 

Treatment Estimate Standard 

Error 

p Lower Upper 

Control 

(n = 15-17) 

0 . . . . 

DEA 0.5 

(n = 6-11) 

0.6489 0.1029 <.0001 * 0.4469 0.8509 

DEA 10 

(n = 7-11) 

0.6421 0.1052 <.0001 * 0.4357 0.8486 

DIA 0.5 

(n = 5-11) 

0.5471 0.1085 <.0001 * 0.3342 0.7601 

DIA 10 

(n = 8-11) 

0.6483 0.1014 <.0001 * 0.4492 0.8473 

HA 0.5 

(n = 6-11) 

0.7095 0.1041 <.0001 * 0.5052 0.9138 

HA 10 

(n = 9-11) 

0.5853 0.1074 <.0001 * 0.3745 0.7962 
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 Results of LSMeans of modeled turnaround data are in concordance with the regression 

coefficients and their  p-values. Based on LSMeans results, animals exposed to all degradate 

treatment levels required significantly longer to perform ~ 180° turnarounds. This suggests that 

as a result of exposure to DEA, DIA or HA at 0.5 or 10 µg/L crayfish had impaired motor 

control (Figure 4.16). These results are similar to those observed for atrazine treatment groups, in 

which all treatment levels were significant from control. Additionally, there was not a significant 

different between degradate treatment groups for turnaround times (Fig. 4.16). 

  Some atrazine treatment groups proved to be significantly different from several 

degradate treatments for time needed to complete ~ 180° turnarounds (refer to tables and figures 

in Appendix). Crayfish exposed to atrazine 200 µg/L took significantly less time to perform 

turnarounds than did the following treatment groups: HA 0.5, both DEA groups, and DIA 10. 

Additionally, atrazine 3 µg/L took significantly less time to perform turnarounds than did HA 

0.5. Thus, perhaps atrazine at 0.5 and 10 µg/L is at least slightly, but not significantly, more toxic 

than atrazine at 3 or 200 µg/L, based on the fact that the two later atrazine concentrations were 

significantly less toxic (for turnaround time) than several degradate treatment groups. Also, 

recall that for some previous behavioral endpoints analyzed there was evidence that HA > DEA 

> DIA in toxicity, but not so for turnaround time. Therefore, once again, variation in results 

among different analyses highlights the importance of performing multiple behavioral analyses 

so that one may gain a more comprehensive and less biased understanding of toxic effects due to 

environmental contaminants at sublethal levels. 
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Fig. 4.16. LSMeans of  ~180° turnaround times. Error bars represent 95% confidence 

intervals. P-value for each treatment compared to control was <.0001. Sample sizes: control: n 

= 15-17, DEA 0.5: n = 6-11, DEA 10: n = 7-11, DIA 0.5: n = 5-11, DIA 10: n = 8-11, HA 0.5: 

n = 6-11, and HA 10: n = 9-11. 

 

All degradate treatment groups took significantly longer than control (indicated by *) to 

perform turnarounds, which may indicate impaired motor control due to exposure to 

atrazine’s primary environmental degradation products.  
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Chapter 5. Conclusions and Implications 

 Several behavioral endpoints were tested, including time to reward, time to reward arm, 

percent of animals to not locate reward arm, time spent under cover, and time needed to 

complete ~180° turnarounds. There was quite a bit of variation in results among atrazine, DEA, 

DIA and HA treatment groups between many of these analyses. Thus, it is risky to make 

judgments on toxicity based on a single test. Multiple analyses offer a comprehensive 

understanding of the overall toxic effects of contaminants on organisms and the ecosystem. 

Although there was some variation in results between analyses, each treatment level of atrazine, 

DEA, DIA and HA resulted in significant deficits compared to untreated crayfish for at least two 

behavioral analyses, providing evidence that each of these contaminants induce adverse effects at 

low, environmentally realistic doses in P. clarkii and are therefore toxic. Furthermore, evidence 

that each of atrazine’s degradates are toxic suggests that the risks associated with atrazine’s 

presences in the environment do not merely subside as the herbicide is degraded. 

 Additionally, it is beneficial to do repeated trial studies so that one may gain a better 

understanding of contaminants’ toxic effects over time. In fact, there was a significant effect of 

trial/day for some of the treatment groups for certain behavioral analyses. DIA 0.5 µg/L treated 

crayfish did not take significantly longer than control animals to locate the reward or reward arm. 

However, there was a significant effect of trial for both time to reward and time to reward arm 

for DIA 0.5 µg/L treated crayfish. This group of animals took significantly longer over repeated 

trials, in general, to locate the reward and reward arm. Thus, it is plausible that if the experiment 

had been continued for a few more days DIA 0.5 µg/L treated crayfish would have continued to 

progressively take longer to locate reward and reward arm, and  perhaps, eventually the 
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difference between control and this treatment group for times to reward and reward arm would 

have been significant. 

 There was also evidence that toxicant-induced behavioral deficits increased with 

prolonged exposure for various other treatment groups. Atrazine 3 µg/L, DEA 10 µg/L, and HA 

0.5 µg/L treated crayfish took significantly longer as trial progressed to locate reward and/or 

reward arm. Another treatment group, ATR 0.5 µg/L also exhibited a significant effect of trial on 

time to reward; however, interpretation of any trend from that data set was impossible as the data 

were incredibly chaotic. Control crayfish spent significantly less time under cover (up to trial 12) 

as trial progressed, which is evidence that as untreated animals became more familiar with the 

maze they became significantly more explorative and bold as trial, or day, progressed. A 

significant effect of trial on time spent under cover was observed for crayfish exposed to DEA 10 

µg/L, DIA 0.5 µg/L, and HA 0.5 µg/L; thus, these treatment groups became significantly less 

explorative and bold as the amount of time animals were exposed to these contaminants 

increased. There was also evidence of time frames following exposure during which toxic effects 

were most pronounced. DEA 10 µg/L, DIA 0.5 µg/L, and HA 0.5 µg/L treated crayfish exhibited 

peak behavioral deficits on trial days eight to ten (DEA 10 µg/L) and trial day twelve (DIA 0.5 

µg/L and HA 0.5 µg/L). Such results provide evidence that the detrimental toxic effects of ATR 

3 µg/L, DEA 10 µg/L, DIA 0.5 µg/L, and HA 0.5 µg/L became more pronounced with prolonged 

exposure.  

 The behavioral deficits observed in crayfish as a result of exposure to atrazine and its 

three primary environmental degradation products included increased lethargy and impaired 

boldness and explorative behavior. Such impairments in behavior are likely to have profound 

effects on animals’ abilities to survive within the environment. Crayfish exposed to atrazine, 
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DEA, DIA and HA will have impaired abilities to locate food, avoid predation, and locate 

potential mates. Considering crayfish are the third most endangered faunal group in North 

America (43% are ranked as imperiled), as well as within the world (Cordeiro, 2010) these 

implications are particularly relevant. The implications of these results also extend beyond P. 

clarkii to include any other species that depend on crayfish directly as a food source.  Burrowing 

crayfish are also vital in wetland habitats such as swamps, wet fields, and marshes as a result of 

their roles in creating habitats upon which other species have coevolved to rely (Ernst & Ernst, 

2003; Pintor & Soluk, 2006). Such burrows also prevent soil compaction by aerating soils 

(Welch et al., 2008). Furthermore, crayfish are keystone species (Gutiérrez-Yurrita & Montes, 

1999) that provide vital energy to their ecosystems via their roles as detritus shredders. Thus, 

even slight changes in crayfish populations due to environmental contaminants may have 

considerable repercussions on other species as well as on ecosystem as a whole. Therefore, the 

risks associated with the presence of atrazine and its degradates in the environment are 

considerable, and current levels considered safe by the EPA do pose a threat to crayfish, and 

likely many other organisms within aquatic environments.  

 DEA, DIA and HA were found to be comparably as toxic as the parent compound for 

some of the behavioral endpoints assessed. For example, most atrazine treatment groups, 

excluding ATR 0.5 µg/L, did not differ significantly from degradate treatment groups in latency 

to reward or reward arm. However, some trends in differences between the magnitudes of 

behavioral deficits produced by atrazine and its degradate treatment groups do allow one to 

predict an order of toxicity for these contaminants.  

 There is evidence that DIA is the least toxic of the chemicals tested, based on time to 

reward and time to reward arm data, although DIA was not significantly different from DEA, 
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DIA, and most ATR treatment groups for these response variables. However, both DIA treatment 

levels did differ significantly (less) in percent of crayfish to not locate reward arm compared to 

the other chemicals tested. DEA 0.5 µg/L was found to be significantly less toxic than both HA 

treatment groups and most atrazine groups (excluding ATR 3 µg/L) for percent of crayfish to not 

locate reward arm. Additionally, results indicate that DEA was significantly more toxic at the 

higher concentration, i.e. DEA 0.5 µg/L < DEA 10 µg/L. Furthermore, depending on which 

concentrations were being analyzed, atrazine was found to be less than or equally as toxic as 

both treatment levels of HA and DEA 10 µg/L. Interestingly, comparisons to atrazine 

concentrations of 3 µg/L or 200 µg/L were the only levels at which  degradatse were found to be 

more toxic than the parent compound. However, if one compares these contaminants only at 

equal concentrations, i.e. 0.5 or 10 µg/L, results indicate that atrazine is comparably as toxic as 

HA (at both treatment levels) and DEA 10 µg/L. Additionally, atrazine 0.5 µg/L treatment group 

consistently exhibited the most significant behavioral deficits compared to control for most 

analyses (excluding turnaround times). Therefore, the proposed order of toxicity for atrazine and 

its three predominant environmental degradates is as follows: ATR ~ HA ≥ DEA > DIA. 

 Another intriguing observation of this study was the nonlinear dose-response observed 

for atrazine. For example, the amount of time spent under cover by atrazine treatment groups 

was ATR 200 µg/L < ATR 3 µg/L < ATR 10 µg/L < ATR 0.5 µg/L (symbols here do not 

necessarily indicate significance). Many of the behavioral deficits observed for atrazine 

treatment groups in this research exhibit what the literature oftentimes refers to as a 

nonmonotonic dose-response curve (Vandenberg et al., 2012; Flynn & Spellman, 2009). A dose-

response curve is considered to be nonmonotonic when the slope of the curve changes direction 

at some point within the range of doses tested (Vandenberg et al., 2012). Low dose effects and 
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nonmonotonic dose-responses occur often in studies of hormones and endocrine disrupting 

chemicals (EDCs), such as atrazine (Vandenberg et al., 2012; Greenman et al., 1997) 

 Toxicant induced disturbances within the neuroendocrine system have been shown to 

exist in conjunction with behavioral changes in numerous animal studies (Lin et al., 2013; 

Rodriguez et al., 2013; Alvarez & Fuiman, 2005). This is not surprising, as neurotransmitters 

and hormones are known to moderate a suite of metabolic, developmental and behavioral 

pathways (Brown & Bern, 1989). Animal endocrine systems have evolved to respond to 

incredibly low levels of hormone, permitting numerous hormonal signaling agents to coexist and 

circulate (Welshons et al., 2003). Hormones are capable of acting at such low concentrations for 

numerous reasons, including the following: receptors that are specific for a particular hormone 

have high affinity, thus they easily bind a sufficient amount of molecules to trigger a response, a 

nonlinear relationship exists between concentration of hormone and the amount of bound 

receptors, and there is a nonlinear relationship between the number of receptors that are bound 

and the greatest observable biologic effect (Vandenberg et al., 2012). 

 Arthropods, including crayfish, have an open circulatory system, which bathes all internal 

organ system in hemolymph (Brusca & Brusca, 2003). Due to the circulatory system’s 

organization, crustacean neuroendocrine structures are defined as any portions of the nervous 

system which contain secretory nerve terminals in direct contact with the hemolymph (Christie, 

2011). Crayfish use a wide range of molecules as neurohormonal signaling agents. The largest 

and most diverse class of hormones is peptides, such as crustacean hyperglycemic hormone, or 

CHH (involved in carbohydrate metabolisms), A-type allatostatins (function as inhibitory 

neuro/myomodulators), and enkaphalins (regulate release of CHH) (Christie et al., 2010). 

Biogenic amines, including serotonin, octopamine and dopamine, often modulate other 
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hormones and neuromuscular transmission, have modulatory roles in control of neural circuit 

activity, function in the control of osmoregulation, and are cardio/vasoactive (Christie, 2011). 

More recently diffusible gases, particularly nitric oxide, have also been identified as potential 

signaling agents in crustaceans (Christie, 2011). 

 Due to shared receptor mediated mechanisms, EDCs, such as atrazine (and likely DEA, 

DIA and HA) that mimic naturally occurring hormones have been suggested to function in a 

similar manner as hormones and are thus able to induce low dose biological effects. 

Additionally, endocrine disrupting chemicals that affect in any manner hormone production, 

metabolism, release, or uptake will likely have effects at low, environmentally realistic doses, as 

even slight changes in concentration of hormone(s) can have biologically relevant effects 

(Vandenberg et al., 2012; Welshons et al., 2003). 

 Effects of EDCs and hormones are reliant upon dose, particularly low doses (such as 

within the physiological or environmental range). Such low doses are often more effective than 

high, toxicological doses at changing some endpoints (Vandenberg et al., 2012). Various 

mechanisms have been identified that explain how hormones and EDCs may produce 

nonmonotonic dose-responses in cells, tissues, and organisms.  

 Nonmonotonic dose-responses may be created by the combination of various monotonic 

responses that overlap and affect a common endpoint in opposite ways via differing pathways 

(Vandenberg et al., 2012). Such responses may also occur due to differences in receptor affinity, 

i.e. selectivity of the response, at high versus low doses. For example, at low doses an EDC 

might exclusively bind one type of receptor, but at higher doses it may also bind to other 
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hormone receptors. Various EDCs that have effects at environmentally realistic, low doses are 

known to act via multiple receptors and pathways (Vandeneberg et al., 2012).  

 Receptors may also be down-regulated, resulting in a nonmonotnic dose-response 

(Vandeneberg et al., 2012).  Once a receptor is bound by a ligand, an elevated response is 

observed. As mentioned previously, nonlinear relationships exist between concentration of 

hormone and the amount of bound receptors and also between the amount of bound receptors 

and the biological effect (Welshons et al., 2003). Once hormone binds a nuclear receptor and 

transcription of the target genes has taken place, the reaction must ultimately end and the 

receptor will eventually be inactivated in some manner (Vandenberg et al., 2012). As the level of 

hormone, or plausibly EDC, increases, the amount of inactivated and degraded receptors  

likewise increases; ultimately the amount of receptors being produced are unable to maintain the 

pace of the degradation pathway (Ismail & Nawaz, 2005). Additionally, the production of 

receptors is also affected by receptor internalization and degradation, which results in a more 

robust down-regulation of receptor (Modrall et al., 2001). In organisms, receptor down-

regulation roles are complex, as signaling from one hormone receptor may influence protein 

levels of a different receptor (Kinyamu & Archer, 2003). 

 Receptors may also be desensitized, a process by which a drop in response to a hormone 

is not a result of a decrease in the amount of available receptors, but is instead a result of the 

biochemical inactivation of a receptor (Freedman & Lefkowitz, 1996). This process usually 

occurs when continuous exposure to ligand takes places, and is normally observed with 

membrane-bound G protein-coupled receptors. Receptor activation, which occurs once a ligand 

binds, is very quickly followed by uncoupling of the activated receptor from the G proteins as a 

result of phosphorylation (Lohse, 1993). It is noteworthy that desensitization and down-
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regulation can both take place in the same cells for the same receptor (Shankaran et al., 2007); 

thus, both can function to produce a nonmonotonic dose-response. 

 It has been suggested by mathematical modeling studies (Kohn & Melnick, 2002) that the 

combination of naturally occurring hormones and EDCs in the presence of unoccupied hormone 

receptors leads to some of the unoccupied receptors being bound by EDC, which may lead to an 

elevation in biological responses, such as increased organ weight or the elevated expression of a 

responsive gene (Vandenberg et al., 2012). At lower concentrations, both hormones and EDCs 

may bind and thus activate such a response; however, at higher doses, the EDC may outcompete 

hormones for receptor binding (Vandenberg et al., 2012).  

 Negative feedback loops exist in endocrine systems and may also contribute to the 

production of nonmonotonic does-response curves. Oftentimes, the synthesis of hormones is 

regulated by several positive, as well as negative feedback loops (Vandenberg et al., 2012). 

Numerous hormones are known to influence or control their own secretion via such feedback 

systems. For example, insulin levels regulate the uptake of glucose by cells, and glucose levels 

promote insulin production. As glucose is removed from circulation, due to insulin, insulin levels 

decline (Vandenberg et al., 2012). Therefore, nonmonotonic dose responses are able to take 

place as the available ligand and receptor levels are moderated by each other, and it is plausible 

that EDCs may function in a similar fashion influencing levels of both endogenous hormones 

and receptors (Vandenberg et al., 2012). 

 Furthermore, studies of cultured cells have suggested that different gene profiles are 

affected by different levels of hormones. For example, in a study of genes affected by low versus 

higher estrogen doses, scientists discovered that a small number of genes in MCF7 breast cancer 
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cells were highly sensitive to low doses, 10 pM, of estradiol compared to the total number of 

genes that were influenced by higher, 30 or 100 pM, levels (Coser et al., 2003). Interestingly, the 

amount of estradiol-suppressed genes, as a result of 10 pM exposure, was about three times 

greater than the amount of estradiol-induced genes; however, the overall number of estradiol-

suppressible genes was roughly half the total amount of estradiol-inducible genes (Coser et al., 

2003). This research implies that low levels of estrogen selectively target a small portion of the 

overall number of estrogen-sensitive genes, and furthermore, the affected genes are likely to be 

suppressed by low level estrogen treatment (Vandenberg et al., 2012). Thus, nonmonotonic dose-

response curves, due to the presence of hormones and/or EDCs, may also result from the pattern 

of gene expression. 

 In conclusion, exposure to atrazine, DEA, DIA and HA at low, environmentally realistic 

doses resulted in various behavioral deficits in P. clarkii that will likely affect this species ability 

to survive in natural environments. As explained previously, these implications extend beyond 

the lab, and the risks associated with the presence of atrazine and its degradation products in the 

environment are likely to include greater ecological repercussions. Furthermore, it is suggested 

that the behavioral deficits observed may have been modulated via contaminants’ interference 

with the neuroendocrine system of crayfish, although this was not tested directly in this study. 

EDCs are known to alter animal behavior (Lin et al., 2013; Rodriguez et al., 2013; Alvarez & 

Fuiman, 2005). Atrazine is a known endocrine disruptor (Hayes et al., 2011), and it is quite 

plausible that its degradates are as well, based on the observation that each of the contaminants 

tested caused similar and significant behavioral deficits in the model organism. 

 

 



106 
 

References 

Alcorlo, P., Otero, M., Crehuet, M., & Baltanas, A. M. (2006). The use of the red swamp 

crayfish (Procambarus clarkii, Girard) as indicator of the bioavailability of heavy metals 

in environmental monitoring in the River Guadiamar (SW, Spain). Sci Total Environ, 

380-390. 

Alvarez, M.C., & Fuiman, L.A. (2005). Environmental levels of atrazine and its degradation 

products impair survival skills and growth of red drum larvae. Aquat Toxicol, 74: 229-

241. 

Armstrong, D., & Chesters, G. (1968). Adsorption catalyzed chemical hydrolysis of atrazine. 

Environ Sci Techn, 683-689. 

Barcelo, D., Durand, G., De Bertrand, N., & Albaiges, J. (1993). Determination of aquatic 

photodegradation products of selected pesticides by gas chromatography-mass 

spectrometry and liquid chromatography-mass spectrometry. Sci total Environ, 283-296. 

Bardullas, U., Giordano, M., Rodriguez, V.M. (2011) Chronic atrazine exposure causes 

disruption of the spontaneous locomotor activity and alters the striatal dopaminergic 

system of the male Sprague–Dawley rat. Neurotoxicol Teratol, 33:263–72. 

 

Battaglin, W., Furlong, E., Burkhardt, M., & Peter, C. (2000). Occurrence of sulfonylurea, 

sulfonamide, imidazolinone, and other herbicides in rivers, reservoirs and ground water 

in Midwestern United States, 1998. Sci Total Environ, 123-133. 

Battaglin, W., Thurman, E., Kalkhoff, S., & Porter, S. (2003). Herbicides and transformation 

products in surface waters of the Midwestern United States. J Am Water Resour As, 743-

756. 

Behki, R., & Khan, S. (1986). Degradation of atrazine by Pseudomonas: N-dealkylation and 

dehalogenation of atrazine and its metabolites. J Agric Food Chem, 746-749. 

Belloni, V., Dessì-Fulgheri, F., Zaccaroni, M., Consiglio, E. D., Angelis, G.D., Testai, E., 

Santochirico, M., Alleva, E., Santucci, D. (2011). Early exposure to low doses of atrazine 

affects behavior in juvenile and adult DC1 mice. Toxicol, 279: 19-26. 

Benotti, M., Trenholm, R., Vanderford, B., Holady, J., Stanford, B., & Snyder, S. (2009). 

Pharmaceuticals and endocrine disrupting compounds in US drinking water. Environ Sci 

Technol, 597-603. 

Biradar, D., & Rayburn, A. (1995). Chromosomal damage induced by herbicide contamination at 

concentrations observed in public water supplies. J Environ Qual, 122-1225. 



107 
 

Bolker, B.M, Brooks, M.E., Clark, C.J, Geange, S.W., Poulsen, J.R., Stevens, M.H.H., White, 

J.S.S. (2008). Generalized linear mixed models: a practical guide for ecology and 

evolution. Trends Ecol Evol, 24: 127-135. 

 

 

Brown, C.L., Bern, H.A., (1989). Thyroid hormones in early development with special reference 

to teleost fishes. In: Schreidman, M.P., Scanes, C.G. (Eds.), Development, Maturation, 

and Senescence of Neuroendocrine Systems, A Comparative Approach. Academic Press, 

NY, pp. 289–306 

 

Brusca, R.C. & Brusca, G.J. (2003). Invertebrates. Sinauer Associates, Sunderland 

Chernyack, S., Rice, C., & McConnel, L. (1996). Evidence of curretly used pesticides in air, ice, 

fog, seawater adn surface microlayer in the Bering Sea and Chukchi ZSeas. Mar Pollut 

Bull, 410-419. 

 

Christie, A.E., Stemmler, E.A., & Dickinson, P.S. (2010). Crustacean neuropeptides. Cell Mol 

Life Sci, 67:4135-4169. 

Christie, A.E. (2011). Crustacean neuroendocrine systems and their signaling agents. Cell Tissue 

Res, 345: 41-67. 

Chang, C.C., Wu, Z.R., Kuo, C.M., Cheng, W. (2007). Dopamine depresses immunity in the 

tiger shrimp Panaeus monodon. Fish Shellfish Immunol, 23: 24-33. 

Ciba-Geigy Corporation. (1994). Environmental Fate Reference Data Source Book for Atrazine. 

Greensboro, NC, USA 

Cook, M., & Moore, P. (2008). The Effects of the Herbicide Metolachlor on Agonistic Behavior 

in the Crayfish, Orconectes rusticus. Arch Environ Contam Toxicol, 94-102. 

Cooper, R. L., Stoker, T. E., Goldman, J. M., Parrish, M. B., Tyrey, L. (1996). Effect of atrazine 

on ovarian function in the rat. Reprod. Toxicol, 257–264. 

 

Cooper, R. L., Stoker, T. E., McElroy, W. K., Hein, J. F. (1998). Atrazine (ATR) disrupts 

hypothalamic catecholamines and pituitary function. Toxicologist, 160. 

 

Cooper, R. L., Stoker, T. E., Tyrey, L., Goldman, J. M., McElroy, W. K. (2000). Atrazine 

disrupts the hypothalamic control of pituitary-ovarian function. Toxicol. Sci., 297–307. 

 

Cordeiro, J. (2010). Crawdads in danger. NatureServe, retrieved from 

http://www.natureserve.org/biodiversity-science/conservation-topics Accessed April, 

2014. 

 



108 
 

Coser, K.R., Chesnes, J., Hur, J., Ray, S., Isselbacher, K.J., Shioda, T. (2003) Global analysis of 

ligand sensitivity of estrogen inducible and suppressible genes in MCF7/BUS breast 

cancer cells by DNA microarray. Proc Natl Acad Sci USA, 100:13994–13999. 

 

Das, P.C., McElroy, W.K., Cooper, R.L. (2000).. Differential modulation of catecholamines by 

chlorotriazine herbicides in pheochromocytoma (PC12) cells in vitro. Toxicol Sci: 

56:324–31. 

de Souza, M., Newcombe, D., Alvey, S., Crowley, D., Hay, A., Sadowsky, M., & Wacket, L. 

(1998). Molecular basis of a bacterial consortium; Interspecies catabolism o fatrazine. 

Appl Environ Microbiol, 178-187. 

Enoch, R., Stanko, J., Greiner, S., Youngblood, G., Rayner, J., & Fenton, S. (2007). Mammary 

gland development as a sensitive end point after acute prenatal exposure to an atrazine 

metabolite mixture in female long-evans rats. Environ Health Persp, 541-547. 

Ernst, C.H., &  Ernst, E.M. (2003). Snakes of the United States and Canada. Smithsonian Books 

pp. 551-557. 

 

European Commission (2003). Opinion of the Scientific Committee on 

Plants on specific questions from the Commission concerning the evaluation of atrazine 

in the context of council directive 91/414/EEC. Brussels, Belgium: Health and Consumer 

Protection Directorate-General, Scientific Committee on Plants. SCP/ATRAZINE/002-

Final, 2003. 

 

European Council. (1998). Council Directive 98/83/EC of 3 November 1998 on the quality of 

water intended for human consumption.OJEU (Official Journal of the European Union). 

1998;L330:32-54. 

 

Flynn, K. & Spellman, T. (2009). Environmental levels of atrazine decrease spatial aggregation 

in the frewhwater mussel, Elliptio complanata. Ecotox Environ Safe, 72: 1228-1233. 

 

Freedman, N.J., & Lefkowitz, R.J 1996 Desensitization of G protein-coupled receptors. Recent 

Prog Horm Res, 51: 319–351. 

 

 

Frost, J. (2013, Jul 1). How to interpret regression analysis results: p-values and coefficients. In 

The Minitab Blog. Retrieved from http://blog.minitab.com/. Accessed December, 2013. 

 

Gangbazo, G., Cluis, D., & Bernard, C. (1999). Knowledge acquired on agricultural nonpoint 

pollution in Quebec - 1993-1998: Analysis and perspectives. Vecteur Environ, 36-45. 

Gianessi, L., & Puffer, C. (1982-1985). Use of selected pesticides for agricultural crop 

production in the United States. NTIS, 490. 

Gianessi, L. & N. Reigner. (2006). The value of herbicides in U.S. crop production, 2005 update. 

CropLife Foundation. Retrieved from 



109 
 

http://www.croplifefoundation.org/Documents/Pesticide 

Benefits/Herbicides/2005Update/2005UpdateReportand Data.pdf. Accessed February, 

2013. 

 

Giardina, M., Giardi, M., & Gilacchioni, G. (1982). Atrazine metabolism by Nocardia: 

Elucidation of initial pathway and synthesis of potential metabolites. Agric Biol Chem, 

1439-1445. 

Gilliom, R., Barbash, J., Crawfor, C., Hamilton, P., Martin, J., Nakagaki, N., . . . Wolock, D. 

(2006). Pesticides in the nation's streams and ground water, 1992-2001. US Geologial 

Survey Circular, 1291. 

Granziano, N., McGuire, M., Roberson, A., Adams, C., Jiang, H., & Blute, N. (2006). 2004 

National Atrazine Occurrence Monitory Program Using the Abraxis ELISA Method. 

Environmental Science Technology, 1163-1171. 

Greenman, S.B., Rutten, M.J., Fowler, W.M., Scheffler, L., Shortridge, L.A., Brown, B., 

Sheppard, B.C., Deveney, K.E., Deveney, C.W., Trunkey, D.D. (1997). 

Herbicide/pesticide effects on intestinal epithelial growth. Environ Res, 75:85–93. 
 

Gutiérrez-Yurrita, P.J., & Montes, C. (1999). Bioenergetics and phenology of reproduction of the 

introduced red swamp crayfish, Procambarus clarkii, in Donana National Park, Spain, 

and implications for species management. Freshwater Biol, 42: 561-574. 

Han, P.; Niu, C.; Lei, C.; Cui, J; Desneux, N. (2010). Use of an innovative T-tube maze assay 

and the proboscis extension response assay to assess sublethal effects of GM products 

and pesticides on learning capacity of the honey bee Apis mellifera L. Ecotox, 1612-

1619. 

Hayes, E. (1993). What's a city to do? Columbus, Ohio, documents its problems with the feds. 

EPA J, 48-49. 

Hayes, T., Collins, A., Lee, M., Mendoza, M., Noriega, N., Stuart, A., & Vonk, A. (2002). 

Hermaphroditic, demasculinized frogs after exposure to the herbicide atrazine at low 

ecologically relevant doses. PNAS, 5476-5480. 

Hayes, T., Khoury, V., Narayan, A., Nazir, M., Park, A., Brown, T., Adame, L, Chan, E, 

Buchholz, D, Stueve, T, Gallipeau, S. (2010). Atrazine induces complete feminization 

and chemical castration in male African clawed frogs (Xenopus laevis). Proc Natl Acad 

Sci USA, 4617-4617. 

Hayes, T.B.; Anderson, L.L.; Beasley, V.R.; de Solla, S.R.; Iguchi, T. Ingraham, H.; Kestemont, 

P.; Kniewald, J.; Kniewald, Z.; Langlois, V.S.; Luque, E.H.; McCoy, K.A.; Munoz-de-

Toro, M.; Oka, T.; Oliveira, C.A.; Orton, F.; Ruby, S.; Suzawa, M., Tavera-Mendoza, 

http://www.croplifefoundation.org/Documents/Pesticide%20Benefits/Herbicides/2005Update/2005UpdateReportand%20Data.pdf
http://www.croplifefoundation.org/Documents/Pesticide%20Benefits/Herbicides/2005Update/2005UpdateReportand%20Data.pdf


110 
 

L.E.; Trudeau, V.L.; Victor-Costa, A.B.; Willingham, E.(2011). Demasculinization and 

feminization of male gonads by atrazine: Consistent effects across vertebrate classes J 

Steroid Biochem Mol Biol. 64-73 

Hebert, V., & Miller, G. (1990). Depth dependence of direct and indirect photolysis on soil 

surfaces. J Agric Food Chem, 913-918. 

Hernandez, M. M., Avila, M., Villalobos, P. M., & Gonzalez, M. S. (2008a). Novel s-triazine-

degrading bacteria isolated from agricultural soils of central Chile for herbicide 

bioremediation. Electron J Biotechnol, 01-07. 

Hernandez, M. M., Avila, M., Villalobos, P. M., & Gonzalez, M. S. (2008b). Isolation and 

characterization of a novel simazine-degrading bacterium from agricultural soil of central 

Chile, Pseudomonas sp. MHP41. .FEMS Micobiol Lett, 184-190. 

Hernandez, M. M., Avila, M., Villalobos, P. M., & Gonzalez, M. S. (2008c). Modern approaches 

for the study of bioremediation f s-triazine herbicides in agricultural soils. R. C. Suelo 

Nutr Veg, 19-30. 

High, R. (2011, Sep.). Interpreting the differences among LSMeans in generalized Linear 

Models. Paper presented at Midwest SAS Users Group Conference (MWSUG). Kansas 

City, KS. Paper retrieved from 

http://www.mwsug.org/proceedings/2011/dataviz/MWSUG-2011-DG08.pdf. Accessed 

December, 2013. 

Howard, P.H. (1991). Handbook of Environmental Fate and Exposure Data for Organic 

Chemicals, Vol. 3. Lewis, Chelsea, MI, USA. 

Ismail, A., & Nawaz, Z. (2005). Nuclear hormone receptor degradation and gene transcription: 

an update. IUBMB Life, 57:483–490. 

 

Jablonowski, D., & Schaffer, P. (2011). Still present after all these years: persistence plus 

potential toxicity raise questions about the use of atrazine. Environ Sci Pollut Res, 328-

331. 

Kinyamu, H.K., & Archer, T.K. (2003) Estrogen receptor-dependent proteasomal degradation of 

the glucocorticoid receptor is coupled to an increase in mdm2 protein expression. Mol 

Cell Biol, 23:5867–5881. 

 

Kohn, M.C., & Melnick, R.L. (2002) Biochemical origins of the non-monotonic receptor-

mediated dose-response. J Mol Endocrinol, 29:113–123. 

 

Kolpin, D., Sneck-Fahrer, D., Hallberg, G., & Libra, R. (1997). Temporal trends in selected 

agricultural chemicals in Iowa's groundwater. 1982-1995: Are things getting better? J 

Environ Qual, 1007-1017. 



111 
 

Kolpin, D., Thurman, E., & Linhart, S. (1998). The environmental occurrence of herbicides: The 

importance of degradates in ground water. Arch Environ Contam Toxicol, 985-390. 

Konstantinou, I., Zarkadis, A., & Albanis, T. (2001). Photodegradation of selected herbicides in 

various natural waters and soils under environmental conditions. J Environ Qual, 121-

130. 

Kross, B., Vergara, A., & Raue, L. (1992). Toxicity assessment of atrazine, alachlor, and 

carbofuran and their respective environmental metabolites using microtox . J Toxicol 

Environ Health, 149-159. 

Laws, S., Ferrel, J., Stoker, T., & Cooper, R. (2003). Pubertal development in female wistar rats 

following exposure to propazine and atrazine biotransformation by-products, diamino-s-

chlorotriazine and hydroxyatrazine. Toxicol Sci, 190-200. 

Lerch, R., & Li, Y. (2001). Analysis of hydroxylated atrazine degradation products in soils. 

Intern J Environ Anal Chem, 167-183. 

Lerch, R. B., & Thurman, E. (1998). Contribution of hydroxylated atrazine degradation products 

to the total atrazine load in midwestern streams. Environ Sci Technol, 40-48. 

Li, G., & Feldbeck, G. (1972). Atrazine hydrolysis as catalyzed by humic acids. Soil Sci, 201-

209. 

Lin, Z., Dodd, C., Filipov, N.M. (2013). Short-term atrazine exposure causes behavioral deficits 

and disrupts monoaminergic systems in male C57BL/6 mice. Neurotoxicol Teratol, 39: 

26-35. 

Lohse, M.J. (1993) Molecular mechanisms of membrane receptor desensitization. Biochim 

Biophys Acta 1179:171–188. 

 

Mandelbaum, R., Allen, D., & Wackett, L. (1995). Isolation adn characterization of a 

Pseudomonas sp. that mineralizes the s-triazine herbicide atrazine. Appl Environ 

Microbiol, 1451-1457. 

Mandelbaum, T., Wacket, L., & Allan, D. (1993). Rapid hydrolysis of atrazine to 

hydroxyatrazine by soil bacteria. Environ Sci Technol, 1943-1946. 

Martinez, B., Tomkins, J., Wackett, L., Wing, R., & Sadowsky, M. (2001). Complete nucleotide 

sequence and organization of the atrazine catabolic plasmid pADP-1 from Pseudomonas 

sp. strain ADP. J Bacteriol, 5684-5697. 

Martin-Neto, L., Traghetta, G., Vaz, D. C., Crestana, S., & Sposito, G. (2001). On the interaction 

mechanisms of atrazine and hydroxyatrazine with humic substances. J Environ Qual, 

250-525. 



112 
 

McMahon, A., Pautllo, B., & Macmillan, D. (2005). Exploration in a T-Maze by the crafish 

Cherax destructor suggests bilateral comparison of antennal tactile information. Bio Bull, 

183-188. 

Mills, M., & Thurman, E. (1994). Preferential dealkylation reactions of s-triazine herbicides in 

the unsaturated zone. Environ Sci Technol, 600-605. 

Modrall, J.G., Nanamori, M., Sadoshima, J., Barnhart, D.C., Stanley, J.C., 

NeubigRR2001ANGII type 1 receptor downregulation does not require receptor 

endocytosis or G protein coupling. Am J Physiol Cell Physiol, 281:C801–C809. 
 

Moore, A., & Lower, B. (2001). The impact of two pesticides on olfactory-mediated endocrine 

function in mature male Atlantic salmon (Salmo salar L.) parr. Physiol B Biochem Mol 

Biol, 269-276. 

Moore, A., & Waring, C. (1998). Mechanistic effects of a triazine pesticide on reproductive 

endocrine function in mature male Atlantic salmon (Salmo salar L.) parr. Pesticide 

Biochem Physiol, 41-50. 

Pape, B., & Zabik, M. (1970). Photochemistry of bioactive compounds - Photochemistry of 

selected 2-chloro- and 2-methylthio-4,6-di(alkylamino)-s-triazine herbicides. J Agric 

Food Chem, 202-207. 

Park, J. F., Ji, P. V., & Boyd, S. (2003). Assessment of bioavailability of soil-sorbed atrazine . 

Appl Environ Microbiol, 3288-3298. 

Park, H.M. (2008). Univariate Analysis and Normality Test Using SAS, Stata, and SPSS. 

Working Paper. The University Information Technology Services (UTS) Center for 

Statistical and Mathematical Computing, Indiana University. Retrieved from 

http://www.indiana.edu/~statmath/stat/all/normality/index.html. Accessed December, 

2013. 

Periera, W., & Hostettler, F. (1993). Nonpoint source contamination of the Mississippi River and 

it tributaries by herbicides. Environ Sci Technol, 1542-1552. 

Pintor, L.M, & Soluk, D.A. (2006). Evaluating the non-consumptive, positive effects of a 

predator in the persistence of an endangered species. Biol Conserv,  130 (4): 584-591. 

Prosen, H., & Zupančič-Kralj, L. (2005). Evaluation of photolysis and hydrolysis of atrazine and 

its first. Environ Pollut, 517-529. 

Protzman, R., Lee, P. O., & Moorman, T. (1999). Treatment of formulated atrazine rinsate by 

Agrobaterium radiobacter strain J14A in a sequencing batch biofilm reactor. Water Res, 

1399-1404. 



113 
 

Radosevich, M., Hao, Y. T., & Tuovinen, O. (1995). Degradation and mineralization of atrazine 

by a soil bacterial isolate. Appl Eniron Microbiol, 297-302. 

Rakotondravelo, M., Anderson, T., Charlton, R., & Zhu, K. (2006). Sublethal effects of three 

pesticides on larval survivorship, growth, and macromolecule production in the aquatic 

midge, Chironomus tentans (Diptera: Chironomidae). Arch Environ Contam Toxicol, 

352-359. 

Ralebitso, T., Senior, E., & van Verseveld, H. (2002). Microbial aspects of atrazine degradation 

in natural environments. Biodegradation, 11-19. 

Ralston-Hooper, K., Hardy, J., Hahn, L., Ochoa-Acuna, H., Lee, L., Mollenhauer, R., & 

Supelveda, M. (2009). Acute and chronic toxicity of atrazine and its metabolites deethyl 

atrazine and deisopropylatrazine on aquatic organisms. Ecotox, 899-905. 

Rebich, R., Coupe, R., & Thurman, E. (2004). Herbicide concentrations in the Mississippi River 

Basin-the. Science of the Total Environment, 189-199. 

Rodriguez, E.M, Medesani, D.A., & Fingerman, M. (2007). Endocrine disruption in crustaceans 

due to pollutants: A review. Comp Biochem and Phys, Part A 146, 661-671. 

Rodriguez, V.M., Limon-Pacheco, J.H., Mendoza-Trejo, M.S., Gonzalez-Gallardo, A., 

Hernandez-Plata, I., Giordano, M. (2013) Repeated exposure to the herbicide atrazine 

alters locomotor activity and the nigrostriatal dopaminergic system of the albino rat. 

Neurotox, 34:82–94. 

 

Rodriquez, V., Thiruchelvam, M., & Cory-Slechta, D. (2005). Sustained exposure to the widely 

used herbicide atrazine: altered function and loss of neurons in brain monoamine 

systems. Environ Health Perspect, 708-715. 

Rohr, J., & McCoy, K. (2010). A Qualitative Meta-Analysis Reveals Consistent Effects of 

Atrazine on Freshwater Fish and Amphibians. Environmental Health Perspectives, 20-32. 

Rohr, J., & Palmer, B. (2005). Aquatic herbicide exposure increases salamander desiccation risk 

eight months later in a terrestrial environment. Environ Toxicol Chem, 1253-1258. 

Rousseaux, S., Hartmann, A., & Soulas, G. (2001). Isolation and characterization of new 

gram0negative and gram-positive atrazine degrading abcteria from difference French 

soils. FEMS Micobiol Ecol, 211-222. 

Saglio, P., & Trijasse, S. (1998). Behavioral responses to atrazine and diuron in goldfish. Arch 

Environ Contam Toxicol, 484-491. 

Schiavon, M. (1983). Humus-bound residues of phenylamide herbicides: Their nature, 

persistence and monitory. In S. Matsunaka, D. Hutson, & S. e. Murphy, Pesticide 



114 
 

Chemistry: Human Welfare and the Environment, Vol. 3 (pp. 345-350). Oxford, UK: 

Pergamon. 

Schofield, K.A., Pringle, C.M., Meyer, J.L., Sutherland, A.B. (2001). The importance of crayfish 

in the breakdown of rhododendron leaf litter. Freshwater Biol, 46: 1191-1204. 

Schulz, R. (2004). Field Studies on Exposure, Effects, and Risk Mitigation of Aquatic Nonpoint-

Source Insecticide Pollution: A Review. J ENviron Qual, 419-448. 

Seeger, M., Hernandez, M., Mendez, V., Pnce, B., Cordova, M., & Gonzalez, M. (2010). 

Bacterial degradation and bioremediation of chlorinated herbicides and biphenyls. J Soil 

Sci Plant Nutr, 320-332. 

Senesi, N., D'Orazio, V., & Miano, T. (1995). Adsorption mechanisms of s-triazine and 

bipyridylium herbicides on humic acids from hop field soils. Geoderma, 273-283. 

Shankaran, H., Wiley, H.S., Resat, H. (2007). Receptor downregulation and desensitization 

enhance the information processing ability of signalling receptors. BMC Syst Biol, 

  1:48. 

Sinclair, C.J., & Boxall, A.B.A. (2002). Assessment of the environmental properties and effects 

of pesticide transformation products. Cranfield Centre for EcoChemistry Contract No. 

JA3756a, 51 pp. 

Skelly, D. (1994). Activity level and the susceptibility of anuran larvae to predation. Anim 

Behav, 465-468. 

Sposito, G., Martin-Neto, L., & Yang, A. (1996). Atrazine complexation by soil humic acids. J 

Environ Qual, 1203-1209. 

 

Steinberg, C., Lorenz, R., & Speser, O. (1995). Effects of atrazine on swimming behavior of 

zebrafish, Brachydanio rerio. Wat Res, 981-985. 

Stevenson, F.J. (1982). Humus Chemistry – Genesis, Composition, Reactions. J. Wiley, New 

York, USA 

Strong, L., Rosendahl, C., Johnson, G., Sadowsky, M., & Wackett, L. (2002). Arthrobacter 

aurescens TC1 metabolizes diversie s-triazine ring compounds. Appl Environ Microbiol, 

1358-1366. 

Tchounwou, P., Wilson, B., Ishaque, A., Ransome, R., Huang, M., & Leszczynski, J. (2000). 

Toxicity assessment of atrazine adn related triazne compounds in the microtox assay, an 

dcomputational modeling for their sructure-activity relationship. Int J Mol Sci, 63-74. 

Thurman, E., Goolsby, D., Meyer, M., & Kolpin, D. (1991). Herbicides in surface waers of the 

midwestern united states- the effect of spring flush. W Environ Sci Technol, 1794-17969. 



115 
 

Tierney, K., Singh, C., Ross, P., & Kennedy, C. (2007). Relating olfactory neurotoxicity to 

altered olfactory-mediated behaviors in rainbow trout exposed to three currently-used 

pesticides. Aquat Toxicol, 55-64. 

Topp, E., Mulbry, W., Zhu, H., Nour, S., & Cuppels, D. (2000). Characterization of s-triazine 

herbicide metabolism by Nocardioides sp. isolated from agricultural soils. Appl Environ 

Microbiol, 3134-3141. 

Torrents, A., Anderson, B., Bilboulian, S., Johnosn, W., & Hapeman, C. (1997). Atrazine 

photolysis: mechanistic investigations of direct and nitrate-mediated hydroxy radical 

processes and the influence of dissolved organic carbon from the Chesapeake Bay. 

Environ Sci Technol, 1476-1482. 

Shafii, B., & Price, W.J. (2014) LSMeans, SAS Workshop. In Statistical Programs, College of 

Agriculture University of Idaho. Retrieved from http://webpages.uidaho.edu/cals-

statprog/sas/workshops/glm/lsmeans.htm#TOP. Accessed February, 2014. 

UCLA: Statistical Consulting Group. (2014). Introduction to SAS. Retrieved from 

http://www.ats.ucla.edu/stat/r/dae/nbreg.htm. Accessed November, 2013. 

US Environmental Protection Agency (USEPA). (1990). National Pesticide Survey: Summary 

Results of EPA's National Survey of Pesticides in Drinking Water Wells. USEPA 

USEPA. (1996). The National Sediment Quality Survey: A report to Congress on the extent and 

severity of sediment contamination in surface waters of the United States: U.S. 

Environmental Protection Agency, Office of Science and Technology, Draft Report EPA 

823-D-96-002. Retrieved from http://water.usgs.gov/nawqa/glos.html. Accessed  March, 

2013. 

USEPA. (2003). Interim reregistration eligibility decision for atrazine. Case No. 0062. Retrieved 

from http://www.epa.gov/pesticides/reregistration/REDs/atrazine_ired.pdf. Accessed 

March, 2013. 

USEPA. (2006). Atrazine: Finalization of interim reregistration eligibility decision and 

completion of tolerance reassessment and reregistration eligibility process; p. 68. 

Retrieved from http: //www.epa.gov/oppsrrd1/REDs/atrazine_combined_docs.pdf. 

Accessed February, 2013. 

USEPA. (2009). Atrazine Midwestern Stream Monitoring Data. Docket number EPA-HQ-OPP-

2003-0367. June 29, 2009. Retrieved from 

http://www.regulations.gov/#!docketDetail;D=EPA-HQ-OPP-2003-0367. Accessed 

February, 2013. 

http://water.usgs.gov/nawqa/glos.html
http://www.epa.gov/oppsrrd1/REDs/atrazine_combined_docs.pdf
http://www.regulations.gov/#!docketDetail;D=EPA-HQ-OPP-2003-0367


116 
 

USEPA. (2013). Atrazine Monitory Program (AMP) drinking water data. Retrieved from 

http://www.epa.gov/oppsrrd1/reregistration/atrazine/atrazine_update.htm. Accessed 

February, 2013. 

Vandenberg, L.N, Colborn, T., Hayes, T.B., Heindel, J.J., Jacobs, D.R., Lee, K.H., Shioda, T., 

Soto, A.M., Saal, F.S.V., Welshons, W.V., Zoeller, R.T., Myers, J.P. (2012). Hormones 

and endocrine-disrupting chemicals: Low-dose effects and nonmonotonic dose responses. 

Endocr Rev, 33(3): 378-455. 

Vryzas, Z., Papadopoulou-Mourkidou, E., Soulios, G., & Prodromou, K. (2007). Kinetics and 

adsorption of metolachlor and atrazine and the conversion products (deethylatrazine, 

deisopropylatrazine, hydroxyatrazine) in the soil profile of a river basin. Eur J Soil Sci, 

1186-1199. 

Wang, Z., Gamble, D., & Langford, C. (1991). Interaction of atrazine with Laurentian humic 

acid. Anal Chim Acta, 135-143. 

Welch, S.M., Waldron, J.L;, Eversole, A.G., Simoes, J.C. (2008). Seasonal variation and 

ecological effects of Camp Shelby burrowing crayfish (Fallicambarus gordoni) burrows. 

J Am Midl Nat,  159 (2): 378-384. 

Welshons, W.V., Thayer, K.A., Judy, B.M., Taylor, J.A., Curran, E.M., vom Saal, F.S. (2003) 

Large effects from small exposures: I. Mechanisms for endocrine-disrupting chemicals 

with estrogenic activity. Environ Health Perspect, 111:994–1006. 

 

Wiener, J., & Sanheinrich, M. (2010). Contaminants in the Upper Mississippi River: historic 

trends, responses to regulatory controls, and emerging concerns. Hydrobiologia, 49-70. 

Wilbur, H.M. & Collins, J.P. (1973) Ecological aspects of amphibian metamorphosis. Science, 

1305-1314. 

Winkelmann, D., & Klaine, S. (1991). Degradation adn bound residue formation of four atrazine 

metabolites, deethylatrazine, deisopropylatraine, dealkyatrazine and hydroxyatrazine, in a 

western Tennessee. Environ Toxicol Chem, 347-354. 

Wu, M., Quirindongo, M., Sass, J., & Wetzler, A. (2009). Poisoning the Well: How the EPA is 

Ignoring Atrazine Contamination in Surface and Drinking Water in the Central United 

States. National Research Defense Council (NRDC) Annual Report. 

Wu, M., Quirindongo, M., Sass, J., & Wetzler, A. (2010). Still poisoning the well: atrazine 

continues to contaminate surface water and drinking water in the United States. National 

Research Defense Council (NRDC) Annual Report. 

Xu, F., Liang, X.-M., Lin, B., Su, F., Zhong, H., Schramm, K. W., & Kettrup, A. (1999). Soil 

leaching column chromatographic technique for estimation of leaching behavior of 

http://www.epa.gov/oppsrrd1/reregistration/atrazine/atrazine_update.htm


117 
 

atrazine, deethylatrazine, deisopropylatrazine, and hydroxyatrazine on soil. Bull Environ 

Contam Toxicol, 87-93. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



118 
 

Appendix 

 

Table. A.1. Number of crayfish (n) per trial for each atrazine, DEA, DIA and HA treatment 

group. n varied throughout the trial period due to technical difficulties and/or experimenter error. 

Treatments were in µg/L. 

Treatment 
Trial ( Day) 

1 2 3 4 5 6 7 8 9 10  11 12 13  14 15 

Control 16 17 17 17 17 15 17 17 17 17 17 16 16 17 17 

ATR 0.5  10 11 10 11 10 11 10 10 11 11 11 11 11 11 11 

ATR 3 11 12 12 12 11 11 12 11 12 12 12 12 11 12 10 

ATR 10 10 10 9 10 10 9 10 10 9 10 10 10 9 10 7 

ATR 200 12 12 12 12 11 8 9 11 11 11 9 9 10 9 9 

DEA 0.5 11 10 11 10 11 11 11 10 11 11 9 6 11 10 11 

DEA 10 11 11 11 11 11 11 11 11 11 11 11 10 10 11 7 

DIA 0.5 10 9 10 11 11 11 11 9 11 11 9 5 11 11 11 

DIA 10 11 11 11 11 10 10 9 9 11 10 11 11 11 11 8 

HA 0.5 11 10 10 11 11 11 11 8 11 11 11 6 10 11 11 

HA 10 11 11 11 11 11 10 10 10 10 11 11 11 11 11 9 
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Table. A.2. Time to Reward Differences of Treatment Least Square Means (Alpha = 0.05). 

* in right hand column represents a significant difference between treatments in columns on 

far left. 

Treatment _Treatment Estimate Standard 

Error 

p-

value 

Lower Upper  

ATR 200 HA 10 -0.2593 0.2329 0.2657 -0.716 0.1975  

ATR 200 HA 0.5 -0.2394 0.233 0.3043 -0.6963 0.2175  

ATR 200 ATR 10 -0.1004 0.239 0.6744 -0.5693 0.3684  

ATR 200 ATR 3 -0.1142 0.2279 0.6164 -0.5611 0.3327  

ATR 200 ATR 0.5 -0.3353 0.2327 0.1498 -0.7917 0.1211  

ATR 200 DEA 10 -0.04575 0.2335 0.8447 -0.5037 0.4122  

ATR 200 DEA 0.5 0.02263 0.2333 0.9227 -0.435 0.4802  

ATR 200 DIA 10 0.1189 0.2334 0.6106 -0.3389 0.5767  

ATR 200 DIA 0.5 0.171 0.2339 0.4649 -0.2878 0.6297  

ATR 200 Control 0.4755 0.2114 0.0246 0.06087 0.8901 * 

HA 10 HA 0.5 0.01988 0.2366 0.9331 -0.4442 0.484  

HA 10 ATR 10 0.1588 0.2426 0.5128 -0.317 0.6347  

HA 10 ATR 3 0.1451 0.2316 0.5311 -0.3092 0.5994  

HA 10 ATR 0.5 -0.07602 0.2364 0.7478 -0.5396 0.3876  

HA 10 DEA 10 0.2135 0.2372 0.3682 -0.2517 0.6787  

HA 10 DEA 0.5 0.2819 0.237 0.2344 -0.1829 0.7467  

HA 10 DIA 10 0.3782 0.2371 0.1109 -0.0868 0.8431  

HA 10 DIA 0.5 0.4302 0.2376 0.0703 -0.0357 0.8962  

HA 10 Control 0.7347 0.2154 0.0007 0.3122 1.1573 * 

HA 0.5 ATR 10 0.1389 0.2427 0.5671 -0.3371 0.615  

HA 0.5 ATR 3 0.1252 0.2317 0.589 -0.3292 0.5797  

HA 0.5 ATR 0.5 -0.0959 0.2365 0.6851 -0.5597 0.3679  

HA 0.5 DEA 10 0.1936 0.2373 0.4146 -0.2718 0.659  

HA 0.5 DEA 0.5 0.262 0.2371 0.2692 -0.2029 0.727  

HA 0.5 DIA 10 0.3583 0.2372 0.131 -0.1069 0.8234  

HA 0.5 DIA 0.5 0.4103 0.2376 0.0844 -0.0558 0.8764  

HA 0.5 Control 0.7149 0.2155 0.0009 0.2921 1.1376 * 

ATR 10 ATR 3 -0.01372 0.2378 0.954 -0.4801 0.4527  

ATR 10 ATR 0.5 -0.2348 0.2424 0.3329 -0.7104 0.2407  

ATR 10 DEA 10 0.05469 0.2432 0.8221 -0.4224 0.5318  

ATR 10 DEA 0.5 0.1231 0.243 0.6126 -0.3536 0.5997  

ATR 10 DIA 10 0.2193 0.2431 0.3671 -0.2575 0.6962  

ATR 10 DIA 0.5 0.2714 0.2436 0.2654 -0.2064 0.7492  

ATR 10 Control 0.5759 0.2221 0.0096 0.1403 1.0115 * 
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ATR 3 ATR 0.5 -0.2211 0.2314 0.3395 -0.6751 0.2328  

ATR 3 DEA 10 0.06842 0.2323 0.7684 -0.3872 0.524  

ATR 3 DEA 0.5 0.1368 0.232 0.5556 -0.3183 0.5919  

ATR 3 DIA 10 0.2331 0.2321 0.3156 -0.2223 0.6884  

ATR 3 DIA 0.5 0.2851 0.2326 0.2205 -0.1712 0.7414  

ATR 3 Control 0.5896 0.21 0.005 0.1777 1.0015 * 

ATR 0.5 DEA 10 0.2895 0.237 0.2221 -0.1754 0.7544  

ATR 0.5 DEA 0.5 0.3579 0.2368 0.1309 -0.1065 0.8224  

ATR 0.5 DIA 10 0.4542 0.2369 0.0554 -0.0105 0.9188  

ATR 0.5 DIA 0.5 0.5062 0.2374 0.0331 0.04064 0.9718 * 

ATR 0.5 Control 0.8108 0.2152 0.0002 0.3886 1.2329 * 

DEA 10 DEA 0.5 0.06838 0.2376 0.7736 -0.3977 0.5345  

DEA 10 DIA 10 0.1646 0.2377 0.4887 -0.3016 0.6309  

DEA 10 DIA 0.5 0.2167 0.2382 0.363 -0.2505 0.6839  

DEA 10 Control 0.5212 0.2161 0.016 0.0973 0.9451 * 

DEA 0.5 DIA 10 0.09626 0.2375 0.6853 -0.3696 0.5621  

DEA 0.5 DIA 0.5 0.1483 0.238 0.5332 -0.3184 0.6151  

DEA 0.5 Control 0.4528 0.2159 0.0361 0.02937 0.8763 * 

DIA 10 DIA 0.5 0.05207 0.2381 0.8269 -0.4149 0.519  

DIA 10 Control 0.3566 0.216 0.099 -0.0671 0.7803  

DIA 0.5 Control 0.3045 0.2165 0.1598 -0.1202 0.7292  
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Fig. A.1. Time to reward differences of LSMeans comparing atrazine 0.5 ug/L and DIA 0.5 

ug/L. Based on pairwise comparisons (see Table A.2), these were the only atrazine and 

degradate treatment groups that differed significantly. Results indicate that atrazine is 

significantly more toxic than DIA at the lowest concentration tested. 
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Table A.3. Time to Reward Arm Least Differences of Least Square Means (Alpha = 0.05). 

* in right hand column represents a significant difference between treatments in columns on 

far left. 

Treatment _Treatment Estimate Standard 

Error 

p-

value 

Lower Upper  

ATR 200 HA 10 -0.2949 0.2573 0.252 -0.7996 0.2098  

ATR 200 HA 0.5 -0.286 0.2574 0.2667 -0.7908 0.2188  

ATR 200 ATR 10 -0.06751 0.2642 0.7983 -0.5857 0.4507  

ATR 200 ATR 3 -0.169 0.2517 0.5022 -0.6626 0.3247  

ATR 200 ATR 0.5 -0.4265 0.257 0.0973 -0.9306 0.0777  

ATR 200 DEA 10 -0.1708 0.2579 0.5079 -0.6765 0.335  

ATR 200 DEA 0.5 0.002418 0.2576 0.9925 -0.5029 0.5078  

ATR 200 DIA 10 0.06915 0.2578 0.7886 -0.4365 0.5748  

ATR 200 DIA 0.5 0.08587 0.2582 0.7395 -0.4206 0.5923  

ATR 200 Control 0.4733 0.2336 0.0429 0.01518 0.9314 * 

HA 10 HA 0.5 0.008895 0.2615 0.9729 -0.504 0.5218  

HA 10 ATR 10 0.2274 0.2682 0.3967 -0.2987 0.7534  

HA 10 ATR 3 0.1259 0.2559 0.6228 -0.376 0.6278  

HA 10 ATR 0.5 -0.1316 0.2612 0.6144 -0.6438 0.3807  

HA 10 DEA 10 0.1241 0.262 0.6358 -0.3898 0.638  

HA 10 DEA 0.5 0.2973 0.2618 0.2562 -0.2161 0.8107  

HA 10 DIA 10 0.364 0.2619 0.1648 -0.1497 0.8777  

HA 10 DIA 0.5 0.3807 0.2623 0.1468 -0.1337 0.8952  

HA 10 Control 0.7682 0.2381 0.0013 0.3011 1.2352 * 

HA 0.5 ATR 10 0.2185 0.2682 0.4155 -0.3077 0.7446  

HA 0.5 ATR 3 0.117 0.2559 0.6476 -0.385 0.619  

HA 0.5 ATR 0.5 -0.1405 0.2612 0.5908 -0.6528 0.3718  

HA 0.5 DEA 10 0.1152 0.262 0.6602 -0.3987 0.6292  

HA 0.5 DEA 0.5 0.2884 0.2618 0.2708 -0.2251 0.8019  

HA 0.5 DIA 10 0.3551 0.262 0.1754 -0.1587 0.8689  

HA 0.5 DIA 0.5 0.3718 0.2623 0.1566 -0.1427 0.8864  

HA 0.5 Control 0.7593 0.2382 0.0015 0.2922 1.2264 * 

ATR 10 ATR 3 -0.1014 0.2628 0.6996 -0.6169 0.414  

ATR 10 ATR 0.5 -0.359 0.2679 0.1805 -0.8845 0.1666  

ATR 10 DEA 10 -0.1032 0.2687 0.7009 -0.6303 0.4238  

ATR 10 DEA 0.5 0.06993 0.2685 0.7946 -0.4567 0.5966  

ATR 10 DIA 10 0.1367 0.2687 0.611 -0.3903 0.6636  

ATR 10 DIA 0.5 0.1534 0.269 0.5687 -0.3743 0.6811  

ATR 10 Control 0.5408 0.2455 0.0277 0.05928 1.0223 * 

ATR 3 ATR 0.5 -0.2575 0.2556 0.3139 -0.7589 0.2438  
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ATR 3 DEA 10 -0.00181 0.2565 0.9944 -0.5048 0.5012  

ATR 3 DEA 0.5 0.1714 0.2562 0.5037 -0.3312 0.6739  

ATR 3 DIA 10 0.2381 0.2564 0.3532 -0.2648 0.741  

ATR 3 DIA 0.5 0.2548 0.2568 0.3212 -0.2488 0.7585  

ATR 3 Control 0.6423 0.232 0.0057 0.1872 1.0973 * 

ATR 0.5 DEA 10 0.2557 0.2617 0.3287 -0.2576 0.769  

ATR 0.5 DEA 0.5 0.4289 0.2615 0.1012 -0.084 0.9417  

ATR 0.5 DIA 10 0.4956 0.2616 0.0584 -0.0176 1.0088  

ATR 0.5 DIA 0.5 0.5123 0.262 0.0507 -0.0016 1.0263  

ATR 0.5 Control 0.8998 0.2378 0.0002 0.4333 1.3662 * 

DEA 10 DEA 0.5 0.1732 0.2623 0.5092 -0.3413 0.6877  

DEA 10 DIA 10 0.2399 0.2625 0.3608 -0.2749 0.7547  

DEA 10 DIA 0.5 0.2566 0.2628 0.329 -0.2589 0.7722  

DEA 10 Control 0.6441 0.2387 0.007 0.1759 1.1122 * 

DEA 0.5 DIA 10 0.06673 0.2622 0.7992 -0.4476 0.5811  

DEA 0.5 DIA 0.5 0.08345 0.2626 0.7507 -0.4316 0.5985  

DEA 0.5 Control 0.4709 0.2385 0.0485 0.00317 0.9386 * 

DIA 10 DIA 0.5 0.01672 0.2628 0.9493 -0.4987 0.5321  

DIA 10 Control 0.4042 0.2386 0.0905 -0.0639 0.8722  

DIA 0.5 Control 0.3874 0.2391 0.1053 -0.0815 0.8563  
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Table A.4. Percent of Crayfish Not to Locate Reward Arm Differences of Treatment Least 

Square Means (Alpha = 0.05). * in right hand column represents a significant difference 

between treatments in columns on far left. 

Treatment _Treatment Estimate Standard 

Error 

p-

value 

Lower Upper  

ATR 200 HA 10 -0.03231 0.3787 0.9321 -0.7805 0.7159  

ATR 200 HA 0.5 0.277 0.3802 0.4674 -0.4741 1.0281  

ATR 200 ATR 10 0.4377 0.3812 0.2526 -0.3153 1.1908  

ATR 200 ATR 3 0.9301 0.3853 0.017 0.1689 1.6913 * 

ATR 200 ATR 0.5 -0.1623 0.3782 0.6685 -0.9095 0.5849  

ATR 200 DEA 10 0.01405 0.3789 0.9705 -0.7345 0.7626  

ATR 200 DEA 0.5 1.5587 0.3945 0.0001 0.7795 2.338 * 

ATR 200 DIA 10 1.8799 0.4017 <.0001 1.0863 2.6735 * 

ATR 200 DIA 0.5 1.0982 0.3872 0.0052 0.3332 1.8632 * 

ATR 200 Control 1.676 0.3969 <.0001 0.892 2.46 * 

HA 10 HA 0.5 0.3093 0.3801 0.417 -0.4416 1.0601  

HA 10 ATR 10 0.4701 0.381 0.2192 -0.2827 1.2228  

HA 10 ATR 3 0.9624 0.3852 0.0135 0.2015 1.7234 * 

HA 10 ATR 0.5 -0.13 0.3781 0.7315 -0.8769 0.6169  

HA 10 DEA 10 0.04636 0.3788 0.9027 -0.7019 0.7946  

HA 10 DEA 0.5 1.5911 0.3943 <.0001 0.8121 2.37 * 

HA 10 DIA 10 1.9122 0.4016 <.0001 1.1189 2.7056 * 

HA 10 DIA 0.5 1.1305 0.3871 0.004 0.3658 1.8953 * 

HA 10 Control 1.7083 0.3967 <.0001 0.9246 2.4921 * 

HA 0.5 ATR 10 0.1608 0.3825 0.6749 -0.5949 0.9164  

HA 0.5 ATR 3 0.6532 0.3866 0.0932 -0.1107 1.417  

HA 0.5 ATR 0.5 -0.4393 0.3796 0.249 -1.1891 0.3106  

HA 0.5 DEA 10 -0.2629 0.3803 0.4904 -1.0141 0.4883  

HA 0.5 DEA 0.5 1.2818 0.3958 0.0015 0.5 2.0636 * 

HA 0.5 DIA 10 1.6029 0.403 0.0001 0.8068 2.3991 * 

HA 0.5 DIA 0.5 0.8213 0.3886 0.0362 0.05365 1.5889 * 

HA 0.5 Control 1.3991 0.3982 0.0006 0.6125 2.1856 * 

ATR 10 ATR 3 0.4924 0.3876 0.2059 -0.2733 1.2581  

ATR 10 ATR 0.5 -0.6 0.3806 0.1169 -1.3518 0.1517  

ATR 10 DEA 10 -0.4237 0.3812 0.2681 -1.1768 0.3294  

ATR 10 DEA 0.5 1.121 0.3967 0.0053 0.3373 1.9047 * 

ATR 10 DIA 10 1.4422 0.4039 0.0005 0.6442 2.2401 * 

ATR 10 DIA 0.5 0.6605 0.3895 0.092 -0.109 1.43  

ATR 10 Control 1.2383 0.3991 0.0023 0.4499 2.0267 * 

ATR 3 ATR 0.5 -1.0924 0.3847 0.0051 -1.8524 -0.3325 * 
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ATR 3 DEA 10 -0.9161 0.3854 0.0187 -1.6774 -0.1548 * 

ATR 3 DEA 0.5 0.6286 0.4007 0.1187 -0.1629 1.4201  

ATR 3 DIA 10 0.9498 0.4078 0.0212 0.1441 1.7554 * 

ATR 3 DIA 0.5 0.1681 0.3936 0.6699 -0.6094 0.9456  

ATR 3 Control 0.7459 0.403 0.0661 -0.0503 1.5421  

ATR 0.5 DEA 10 0.1763 0.3783 0.6418 -0.571 0.9236  

ATR 0.5 DEA 0.5 1.721 0.3938 <.0001 0.943 2.4991 * 

ATR 0.5 DIA 10 2.0422 0.4011 <.0001 1.2498 2.8346 * 

ATR 0.5 DIA 0.5 1.2605 0.3866 0.0014 0.4968 2.0243 * 

ATR 0.5 Control 1.8383 0.3963 <.0001 1.0555 2.6211 * 

DEA 10 DEA 0.5 1.5447 0.3945 0.0001 0.7653 2.3241 * 

DEA 10 DIA 10 1.8659 0.4018 <.0001 1.0721 2.6596 * 

DEA 10 DIA 0.5 1.0842 0.3873 0.0058 0.3191 1.8493 * 

DEA 10 Control 1.662 0.3969 <.0001 0.8779 2.4461 * 

DEA 0.5 DIA 10 0.3212 0.4165 0.4418 -0.5016 1.1439  

DEA 0.5 DIA 0.5 -0.4605 0.4025 0.2544 -1.2557 0.3347  

DEA 0.5 Control 0.1173 0.4118 0.7762 -0.6962 0.9307  

DIA 10 DIA 0.5 -0.7817 0.4096 0.0582 -1.5909 0.02758  

DIA 10 Control -0.2039 0.4187 0.627 -1.0311 0.6233  

DIA 0.5 Control 0.5778 0.4049 0.1556 -0.222 1.3776  
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Table A.5. Under Cover Differences of Treatment Least Square Means (Alpha = 0.05). * in 

right hand column represents a significant difference between treatments in columns on far 

left. 

Treatment _Treatment Estimate Standard 

Error 

p-

value 

Lower Upper  

ATR 200 HA 10 -0.9351 0.4279 0.029 -1.7744 -0.0957 * 

ATR 200 HA 0.5 -0.9804 0.427 0.0218 -1.8178 -0.1429 * 

ATR 200 ATR 10 -0.9007 0.438 0.0399 -1.7597 -0.0418 * 

ATR 200 ATR 3 -0.5347 0.4183 0.2013 -1.3551 0.2857  

ATR 200 ATR 0.5 -1.2843 0.4265 0.0026 -2.1208 -0.4478 * 

ATR 200 DEA 10 -0.8791 0.4293 0.0408 -1.7212 -0.037 * 

ATR 200 DEA 0.5 -0.3497 0.4282 0.4141 -1.1895 0.49  

ATR 200 DIA 10 -0.5023 0.428 0.2408 -1.3417 0.3372  

ATR 200 DIA 0.5 -0.5061 0.4294 0.2387 -1.3484 0.3361  

ATR 200 Control 0.689 0.3933 0.08 -0.0824 1.4604  

HA 10 HA 0.5 -0.0453 0.4317 0.9164 -0.8921 0.8015  

HA 10 ATR 10 0.03433 0.4426 0.9382 -0.8338 0.9024  

HA 10 ATR 3 0.4004 0.4231 0.3441 -0.4295 1.2303  

HA 10 ATR 0.5 -0.3492 0.4312 0.4182 -1.195 0.4966  

HA 10 DEA 10 0.05597 0.4342 0.8974 -0.7956 0.9075  

HA 10 DEA 0.5 0.5853 0.4329 0.1765 -0.2638 1.4344  

HA 10 DIA 10 0.4328 0.4328 0.3174 -0.416 1.2816  

HA 10 DIA 0.5 0.4289 0.4342 0.3234 -0.4227 1.2805  

HA 10 Control 1.6241 0.3986 <.0001 0.8423 2.4059 * 

HA 0.5 ATR 10 0.07963 0.4416 0.8569 -0.7865 0.9458  

HA 0.5 ATR 3 0.4457 0.4221 0.2911 -0.3821 1.2736  

HA 0.5 ATR 0.5 -0.3039 0.4302 0.4801 -1.1477 0.5399  

HA 0.5 DEA 10 0.1013 0.4333 0.8152 -0.7485 0.951  

HA 0.5 DEA 0.5 0.6306 0.4319 0.1444 -0.2165 1.4777  

HA 0.5 DIA 10 0.4781 0.4317 0.2683 -0.3687 1.3249  

HA 0.5 DIA 0.5 0.4742 0.4332 0.2738 -0.3755 1.324  

HA 0.5 Control 1.6694 0.3976 <.0001 0.8894 2.4493 * 

ATR 10 ATR 3 0.3661 0.4332 0.3982 -0.4835 1.2157  

ATR 10 ATR 0.5 -0.3835 0.4411 0.3847 -1.2487 0.4817  

ATR 10 DEA 10 0.02164 0.4441 0.9611 -0.8493 0.8926  

ATR 10 DEA 0.5 0.551 0.4427 0.2135 -0.3174 1.4194  

ATR 10 DIA 10 0.3985 0.4426 0.3681 -0.4696 1.2666  

ATR 10 DIA 0.5 0.3946 0.444 0.3743 -0.4763 1.2655  

ATR 10 Control 1.5897 0.4094 0.0001 0.7868 2.3927 * 

ATR 3 ATR 0.5 -0.7496 0.4216 0.0756 -1.5765 0.07726  
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ATR 3 DEA 10 -0.3444 0.4247 0.4175 -1.1774 0.4885  

ATR 3 DEA 0.5 0.1849 0.4233 0.6623 -0.6453 1.0151  

ATR 3 DIA 10 0.0324 0.4231 0.939 -0.7975 0.8623  

ATR 3 DIA 0.5 0.02852 0.4246 0.9465 -0.8044 0.8614  

ATR 3 Control 1.2237 0.3883 0.0017 0.4621 1.9853 * 

ATR 0.5 DEA 10 0.4052 0.4328 0.3493 -0.4436 1.254  

ATR 0.5 DEA 0.5 0.9345 0.4314 0.0304 0.08838 1.7807 * 

ATR 0.5 DIA 10 0.782 0.4312 0.07 -0.0638 1.6278  

ATR 0.5 DIA 0.5 0.7781 0.4327 0.0723 -0.0706 1.6269  

ATR 0.5 Control 1.9733 0.3971 <.0001 1.1944 2.7522 * 

DEA 10 DEA 0.5 0.5293 0.4344 0.2232 -0.3227 1.3814  

DEA 10 DIA 10 0.3768 0.4343 0.3856 -0.4749 1.2286  

DEA 10 DIA 0.5 0.373 0.4356 0.392 -0.4814 1.2273  

DEA 10 Control 1.5681 0.4 <.0001 0.7836 2.3526 * 

DEA 0.5 DIA 10 -0.1525 0.4329 0.7246 -1.0016 0.6966  

DEA 0.5 DIA 0.5 -0.1564 0.4344 0.7189 -1.0084 0.6956  

DEA 0.5 Control 1.0388 0.3989 0.0093 0.2563 1.8212 * 

DIA 10 DIA 0.5 -0.00387 0.4342 0.9929 -0.8556 0.8478  

DIA 10 Control 1.1913 0.3987 0.0029 0.4092 1.9733 * 

DIA 0.5 Control 1.1951 0.4002 0.0029 0.4103 1.98 * 
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Fig. A.2. Time spent in under cover area of the maze LSMeans comparing atrazine and 

degradate treatment groups in pairwise fashion. P-values are listed in Table A.5. 

- Represents treatment was significantly > ATR 200 : * 

- Represents treatment was significantly > DEA 0.5: ∆ 

Several treatments group spent significantly longer under cover compared to ATR 200, 

including: HA 0.5 &10, ATR 0.5 &10, and DEA 10. Also, ATR 0.5 was significantly greater 

than DEA 0.5 for under cover time. These results suggest that atrazine is more toxic at lower 

concentrations, with the most toxic level being 0.5 µg/L.  
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Table A.6. ~ 180 ° Turnaround Differences of Treatment Least Square Means (Alpha = 

0.05). * in right hand column represents a significant difference between treatments in 

columns on far left. 

Treatment _Treatment Estimate Standard 

Error 

p-

Value 

Lower Upper  

ATR 200 HA 10 -0.1727 0.1143 0.1312 -0.397 0.05166  

ATR 200 HA 0.5 -0.2948 0.1112 0.0081 -0.513 -0.0767 * 

ATR 200 ATR 10 -0.1741 0.1184 0.142 -0.4065 0.05836  

ATR 200 ATR 3 -0.05775 0.1085 0.5945 -0.2706 0.1551  

ATR 200 ATR 0.5 -0.2034 0.1146 0.0763 -0.4284 0.02158  

ATR 200 DEA 10 -0.2278 0.1122 0.0426 -0.4479 -0.0077 * 

ATR 200 DEA 0.5 -0.2347 0.1101 0.0333 -0.4507 -0.0186 * 

ATR 200 DIA 10 -0.2352 0.1087 0.0307 -0.4485 -0.0219 * 

ATR 200 DIA 0.5 -0.1287 0.1153 0.2646 -0.3551 0.0976  

ATR 200 Control 0.4112 0.1004 <.0001 0.2142 0.6083 * 

HA 10 HA 0.5 -0.1222 0.1175 0.2989 -0.3529 0.1085  

HA 10 ATR 10 -0.00143 0.1244 0.9908 -0.2456 0.2428  

HA 10 ATR 3 0.1149 0.115 0.318 -0.1108 0.3406  

HA 10 ATR 0.5 -0.03074 0.1208 0.7993 -0.2679 0.2064  

HA 10 DEA 10 -0.05513 0.1185 0.6418 -0.2877 0.1774  

HA 10 DEA 0.5 -0.062 0.1165 0.5948 -0.2907 0.1667  

HA 10 DIA 10 -0.06256 0.1152 0.5872 -0.2887 0.1635  

HA 10 DIA 0.5 0.04392 0.1215 0.7177 -0.1944 0.2823  

HA 10 Control 0.5839 0.1074 <.0001 0.3731 0.7947 * 

HA 0.5 ATR 10 0.1207 0.1216 0.3209 -0.1179 0.3594  

HA 0.5 ATR 3 0.2371 0.1118 0.0342 0.01774 0.4564 * 

HA 0.5 ATR 0.5 0.09145 0.1178 0.4376 -0.1397 0.3225  

HA 0.5 DEA 10 0.06705 0.1154 0.5615 -0.1595 0.2936  

HA 0.5 DEA 0.5 0.06018 0.1134 0.5958 -0.1624 0.2827  

HA 0.5 DIA 10 0.05962 0.1121 0.5949 -0.1604 0.2796  

HA 0.5 DIA 0.5 0.1661 0.1185 0.1614 -0.0665 0.3987  

HA 0.5 Control 0.7061 0.1041 <.0001 0.5018 0.9104 * 

ATR 10 ATR 3 0.1163 0.1191 0.3291 -0.1175 0.3501  

ATR 10 ATR 0.5 -0.0293 0.1248 0.8144 -0.2742 0.2156  

ATR 10 DEA 10 -0.0537 0.1225 0.6612 -0.2941 0.1867  

ATR 10 DEA 0.5 -0.06057 0.1206 0.6156 -0.2972 0.1761  

ATR 10 DIA 10 -0.06113 0.1193 0.6085 -0.2953 0.173  

ATR 10 DIA 0.5 0.04535 0.1253 0.7176 -0.2006 0.2913  

ATR 10 Control 0.5853 0.1118 <.0001 0.3659 0.8047 * 

ATR 3 ATR 0.5 -0.1456 0.115 0.2059 -0.3714 0.08014  
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ATR 3 DEA 10 -0.17 0.1128 0.1319 -0.3914 0.05128  

ATR 3 DEA 0.5 -0.1769 0.1107 0.1104 -0.3942 0.04035  

ATR 3 DIA 10 -0.1775 0.1094 0.1051 -0.3922 0.03722  

ATR 3 DIA 0.5 -0.07099 0.116 0.5406 -0.2986 0.1566  

ATR 3 Control 0.469 0.1012 <.0001 0.2703 0.6677 * 

ATR 0.5 DEA 10 -0.0244 0.1187 0.8372 -0.2574 0.2086  

ATR 0.5 DEA 0.5 -0.03127 0.1167 0.7889 -0.2604 0.1979  

ATR 0.5 DIA 10 -0.03183 0.1155 0.783 -0.2585 0.1949  

ATR 0.5 DIA 0.5 0.07466 0.1217 0.5399 -0.1643 0.3136  

ATR 0.5 Control 0.6146 0.1078 <.0001 0.403 0.8262 * 

DEA 10 DEA 0.5 -0.00687 0.1144 0.9521 -0.2314 0.2176  

DEA 10 DIA 10 -0.00743 0.1131 0.9476 -0.2294 0.2145  

DEA 10 DIA 0.5 0.09905 0.1195 0.4072 -0.1354 0.3335  

DEA 10 Control 0.639 0.1052 <.0001 0.4326 0.8454 * 

DEA 0.5 DIA 10 -0.00056 0.111 0.996 -0.2184 0.2173  

DEA 0.5 DIA 0.5 0.1059 0.1175 0.3675 -0.1247 0.3365  

DEA 0.5 Control 0.6459 0.1029 <.0001 0.4439 0.8479 * 

DIA 10 DIA 0.5 0.1065 0.1162 0.3597 -0.1216 0.3345  

DIA 10 Control 0.6465 0.1014 <.0001 0.4474 0.8455 * 

DIA 0.5 Control 0.54 0.1085 <.0001 0.3271 0.7529 * 
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Fig. A.3. ~ 180° turnaround LSMeans comparing atrazine and degradate treatment groups in 

pairwise fashion. P-values are listed in Table A.6. 

- Represents treatment was significantly > ATR 200 : * 

- Represents treatment was significantly > ATR 3: ∆ 

Several treatments group took significantly longer to perform turnarounds compared to ATR 

200, including: HA 0.5, DEA 0.5 & 10, and DIA 10. Also, HA 0.5 took significantly longer 

than ATR 3 to perform turnarounds. Results indicate, once again, a nonlinear toxicity response 

for atrazine concentration.   
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