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Testing the well-posedness of characteristic evolution of scalar waves
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Recent results have revealed a critical way in which lower order terms affect the well-posedness
of the characteristic initial value problem for the scalar wave equation. The proper choice of such
terms can make the Cauchy problem for scalar waves well posed even on a background spacetime
with closed lightlike curves. These results provide new guidance for developing stable characteristic
evolution algorithms. In this regard, we present here the finite difference version of these recent
results and implement them in a stable evolution code. We describe test results which validate the
code and exhibit some of the interesting features due to the lower order terms.

PACS numbers: 04.20Ex, 04.25Dm, 04.25Nx, 04.70Bw

I. INTRODUCTION

We develop and test computational evolution algorithms based upon a recent proof of the well-posedness of char-
acteristic initial value and boundary problems for a scalar wave [1]. Well-posedness requires the existence of a unique
solution which depends continuously upon the data with respect to an appropriate norm. Characteristic problems
consist of finding a solution of a hyperbolic system of partial differential equations where the initial data is given on
a characteristic hypersurface, i.e. a lightlike hypersurface for the case of scalar waves in Minkowski space. Whereas,
the Cauchy problem for initial data on a spacelike surface is well posed with respect to an Lo norm, this is not
necessarily true for the Cauchy problem for initial data on a characteristic surface. For example, the characteristic
Cauchy problem for the equation, 9,0, ® = S, on the domain ¢ > 0, —00 < = < oo with compact source S(t, z) and
compact initial data ®(0,z) on the characteristic ¢ = 0, allows the solution freedom ®(¢,z) — ®(¢, z)+g(t), where g(t)
is independent of the initial data. This lack of uniqueness caused by waves entering from past null infinity (r = —o0)
cannot be remedied by requiring a finite Ly norm (integrated over ) because this would also rule out the existence
of bonafide waves generated by the source S which travel to x = 400 . However, the recent work [1] showed that the
corresponding Cauchy problem for the modified wave equation

(0 +a)® =0, a>0 (1.1)

is well posed with respect to an L, norm. When translated back, this result corresponds to the well-posedness of the
original problem with ¢ = 0 in terms of a finite Lo norm that is exponentially weighted by the factor e~%*, which
rules out waves entering from x = —oco but allows waves from the source to propagate to x = 400. In this sense, the
original problem is well posed as an initial-boundary value problem with a boundary condition at x = —co. However,
the benevolent behavior of the modified equation is more general. The Cauchy problem for (II]) on the periodic
domain 0 < x <1 is well posed, and this property extends to higher dimensional wave equations, e.g.

at((’?m—l—a)(l)—i—ﬁiszo, a>0, —oo<y<oo. (1.2)

This is a surprising result since the problem with a > 0 is well posed even when the characteristics in the z-direction
form closed lightlike curves, in which case a signal propagates instantaneously back to the emitter. The corresponding
problem with a < 0 is ill posed. The importance of the condition a > 0 on a lower order term had not been previously
recognized in the characteristic initial value problem for the wave equation.

These results based upon the modified wave equation generalize to characteristic initial value problems for quasilin-
ear waves in higher dimensions. Furthermore, this approach allows application to characteristic problems the standard
technique [2] of proving well-posedness by splitting the problem into a Cauchy problem and a local half-plane prob-
lem, and then proving that these individual problems are well posed. In particular, the main result in [1] is the
well-posedness of the null-timelike initial-boundary value problem for quasilinear scalar waves

gV, V@ = S(®,0.P,2°) (1.3)
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propagating on an asymptotically flat curved space background with source S, where the metric ¢%® and its associated
covariant derivative V, are explicitly prescribed functions of (®,2¢). In coordinates based upon the retarded time
t = const outgoing lightcones, the metric takes the Bondi-Sachs form [3, 4]

Gapdzdaz® = —(2PW — r 2ha g WAWB)dt? — 2e*P dtdr — 2hapW B dtda? + r?hapdz?dz?, (1.4)

where 24 are angular coordinates along the outgoing light rays, r is a surface area coordinate and the coefficients

B, W, W4 and hap have the appropriate falloff for asymptotic flatness. The quasilinear wave equation (L3) with
asymptotically flat metric (4] becomes:

%(—2&& +Wa2)(r®) + (0,W)0,® — %DA(WA&@) - %&(WADA(I)) + %DA(eQﬁDAq))

= e?8(®,0.®,x°), (1.5)
where D4 is the covariant derivative with respect to the conformal 2-metric hap. The null-timelike problem on
this background consists of determining ® in the region (r > R,t > 0) given data ®(0, R,z*!) on the initial null
hypersurface ¢ = 0 and on the timelike worldtube » = R. The well-posedness of this problem was established in [1]
by considering the modified problem in terms of the variable ¥ = ¢®%/7®, with a > 0, which has the same effect as
the a-term in (L2]).

The use of null coordinates, as introduced by Bondi [3], was key to the understanding and the geometric treatment
of gravitational waves in the full nonlinear context of general relativity [4,15]. The physical picture underlying the null-
timelike problem for Einstein’s equations [6] is that the worldtube data represent the outgoing gravitational radiation
emanating from interior matter sources, while ingoing radiation incident on the system is represented by the initial
null data. This problem has been developed into a Cauchy-characteristic matching scheme in which the worldtube
data is supplied by a Cauchy evolution of the interior sources (see [7] for a review). Although characteristic evolution
codes have been successful at simulating many such problems, the well-posedness of the null-timelike problem for the
Einstein equations has not yet been established. The recent proof of well-posedness of the corresponding problem for
the quasilinear wave equation (T is a first step toward treating the gravitational case [1].

In this paper, we show how this new approach can be implemented as numerically stable characteristic evolution
codes. The fundamental understanding of characteristic evolution is in a primitive state in comparison to Cauchy
evolution. For that reason, it is most useful to restrict our attention to model problems in a 3-dimensional spacetime.
The stability of variable coefficients and quasilinear problems is based upon the stability of constant coefficients
problems under lower order perturbations. The model problems considered here provide the basis for the stable
treatment of more general problems. In Sec. [Tl we establish the stability of characteristic evolution algorithms for
the Cauchy problem. Test results for this problem are presented in Sec. [[TIl Besides confirming the expected stability
properties, the simulations reveal interesting features.

In Sec. [V] we describe a boundary algorithm for the half-plane problem and prove that it is numerically stable
provided a > 0. In Sec. [V] we test this algorithm, and simulate the effect of boundaries.

The standard finite difference conventions, notation and techniques are described in [§], where further details can
be found.

II. EVOLUTION ALGORITHMS FOR THE CAUCHY PROBLEM

We consider the Cauchy problems for a scalar field ® for the double-null system
(0P + a®) = 920 — 260, ® + 5, @(0,x,y) = f(z,y), (2.1)
and the null-timelike system
(0@ + a®) = (92 + 0)® — 200, + S,  ®(0,2,y) = f(z,y), (2.2)

with smooth initial data f(x,y) and source S(t,x,y), where a and b are real constants. Both the ¢ and « directions
are characteristic (Ightlike or null) for (Z.I)), whereas the ¢ direction is timelike for (2Z2]). We include the b9, ® term
to illustrate how lower order terms enter the analysis. Note that the systems (2] and (22) are not transformable
into each other and have essentially different stability properties (compare ([2.8) and [2I1)) below).

In [1] the well-posedness of these problems, for a > 0, was established by two methods: Fourier-Laplace theory
and the energy method. Here we apply these methods to establish the stability of the discretized version of these
problems. We approximate (2.I)) on a uniform spatial grid (x;,,y;,) by

0
57 (Dox® +a®) = Dy D_,® — 20Dy, &, (2.3)



and approximate (Z2]) by

0

E(Doyb +a®) = (DyzD_p + DyyD_p))® — 2bDy, D, (2.4)
in terms of the second order accurate centered (Dg) and sidewise (D) finite difference operators [§] acting on the
grid function ®(t, j1,j2) = ®(¢,xj,,y,,). For this Cauchy problem, we keep the time variable continuous and use the
method of lines to treat the resulting system of ordinary differential equations.

A. The Fourier-Laplace method

The analysis given in [1] showed that both the double-null and null-timelike problems are well posed for a > 0.
Although there are growing modes, for any initial data f there is a constant § which does not depend upon w; and
wo such that s < 4, so that the growth rate is bounded. For a < 0, both problems are ill-posed.

The treatment of the continuum problem can be based upon the Fourier decomposition

1 +oo +o0 . )
ot z,y) = o / / B (wy, wg, 1) 1792 duy) dusy) (2.5)
w1=—00 W =—00

on the domain (—oco < (x,y) < +0o0). First consider the double-null problem (21 with source S = 0. After
substituting (23) in (1)), we obtain the Fourier space evolution equation

9,® = s (2.6)
where
2 4+ 2ib
oo Wi T 2ibw (2.7)
a + 1w
and
2
aws + 2bwiws
Thus for
|2bwi| > |aws] (2.9)

there are growing modes with s > 0. However, for a > 0,

2
b
Rs — aw3 + 2bwyws - a<w2 + /a)w1> n b2w? < b2 (2.10)
o az+w? a? + w? a(a®+w?) ~ a’ '
so that the exponential growth is bounded independently of (wy,ws) and the problem is well posed.
For the null-timelike problem (22),
pos = _ W3 +wi) + 2w, (2.11)

a? + w?

In this case there are no growing modes for a > 0, provided |b| < a. For a < 0, s — +00 as w3 — +oo with w; fixed
so that there is unbounded exponential growth and the problem is ill posed.

In order to establish the analogous finite difference results, we consider the discretized equation (23] on a 2-
dimensional periodic grid

Tj = h’jlv Yjo = h.ij (jlan) = [07N - 1]7 h = 27T/N (212)
for the grid function

(I)(t)ﬁ J2 = (I)(tv Ljys yjz)



with 2m-periodicity,
(I)(t, x, y) = (I)(t, T+ 2Ty + 27T) => (I)(t,jl,jg) = (I)(t,jl + N, js + N) (213)

After representing ® in terms of the discrete Fourier transform
] NZ1N-l
(I)(tujlan) = N Z Z (I)(wlaw27t)elh(“)1]1+w2]2) (214)
w1=0w2=0

and substituting in (Z1]), we obtain the discrete Fourier space evolution equation
0,d = 5b, (2.15)

where now

92— ithwa _ ,—ihws ) ) ithwi _ ,—thwi
s=— ( ¢ - < + b(ethw2 — e‘””“)) /(e 26 + ah). (2.16)
With the notation
sin(hwy ) sin(hws) sin(hwa/2)
— = 2\Ve) i S Lt 2.17
w10 R W2 o W w2 ( )
takes a form similar to the analytic expression ,
y
s = _M. (2.18)
a + 1w
Therefore
Rs — — aw%l + 2bw20w10
- 2 2
a® + wiy
h
= — (4a sin%%) + 2bsin(wzh) sin(wlh)> / <h2a2 + sin? (wlh)) . (2.19)

The stability of the finite difference algorithm requires that there is a constant 6 > 0 such that Rs < ¢ for all
(wih,w2h) [8]. Since the numerator of (2.19) is bounded, an examination of the denominator of [2.19]) shows that this
is certainly true if there is a constant ¢; > 0 such that |sinwyh| > §; for all wih. Thus we can reduce the analysis to
the case that there is a sequence wqh such that sinwih — 0. Then an examination of the numerator of (ZI9) shows
Rs < 0 if |%h| > 92 > 0. Thus we can further reduce the analysis to the case that there is a sequence such that
woh — 0. In that limit we can simplify (2.19) to

. i
Ns = —<aw§+2waM>/<a2+M>

h h?
B bsin(wih),,  b%sin®(wih) ,  sinfwih
= ( alws + R I“+ - 2 /la®+ e . (2.20)
Now, for a > 0,
b2
Rs < —. (2.21)
a

This is the discrete version of the continuum result in [1] and establishes stability of the finite difference algorithm
for @ > 0. For a < 0 the continuum problem is ill posed.



B. The energy method

For the generalization of numerical stability to variable coefficients and quasilinear problems, it is necessary to show
that the finite difference equation (23] is stable against lower order perturbations. For that purpose, we first establish
an energy estimate.

We denote by (®, ), and ||®||, the usual discrete version of the Lo scalar product and norm. Also, we employ
the standard Dy and D4 finite difference operators which obey the summation by parts rules so that periodicity
guarantees that there are no boundary terms. We denote 0,9 = ®;.

We first consider the semi-discrete equation

Ot(Dos® + a®) = DyyD_,® — 2bDg,® + S, a > 0. (2.22)
We have
(®,0:(Doy® + a®)), = [ D1y @[} + (B, )
or
(9, Dos®)n + 50| @II% = = D1, @7 + (@, ),
which gives
SOPIE + D4, ®I7 = (Dos®, )i + (2, S (2.23)
Next,
(P4, 0t(Dor® + afb))h = (Dy, Dﬂ,D,y(I))h — 2b(Py, DoyCI))h + (D, S)p,
which gives
a|®.l7 + %atupﬂrbni = —2b(®¢, Doy ®)n + (L1, ). (2.24)
Next,
(Dox®, 04(Doy® + a®)), = (Dop®, Dy D_y®) — 2b(Do®, Doy ®) + (Do ®, )1,
which gives
SO Do} = ~2b(Doc, Doy ) — (Dou,aby )y + (Doud, )i (2.25)

Addition of (Z23)-228) gives

a 1 1
(5101 + 3104813 + 100,01 ) + D0l + alo]
= (1 —a)(Doz®, t)r, — 2b(Py, Doy @) — 26(Doz®, Doy ®)p + (2 + D4 + Do ®, S). (2.26)
Now standard inequalities, e.g. 2(®, V), < [[C®[|? 4 ||C~'1¥|?, lead to the finite difference version of the energy
estimate for the continuum problem obtained in [1],

1 3a
30 (a0l + 102,81 + 100,01 ) + D017 + 30l

< const(ll‘1>lli + Dy @ll7; + 1 Doa @l + ISI?L), (2.27)

which controls the growth of ® and its derivatives.
As in the continuum problem, the same technique shows that the finite difference equation

0y(Dog® + a®) = (D43 D_y + DyyD_,))® — 26Do,® + cDoe® + dd,® + e® + S (2.28)

has an energy estimate provided the lower order terms satisfy (a — d) > 0. In addition, estimates for the higher
derivatives of ® follow from the equations obtained by differentiating or finite differencing ([2.28). These properties
are sufficient to guarantee the stability of the corresponding evolution problem with variable coefficients.



IIT. SIMULATION OF THE CAUCHY PROBLEM

In order to test and explore the properties of the characteristic evolution algorithms described in Sec. [ we
implement a code based upon a 2-dimensional discrete Fourier transform on a periodic (z,) grid, with a 4*" order
Runge-Kutta time integrator. For convenience, we carry out the simulations in the domain (x,y) € [0,1), with the
appropriate rescaling of the conventions used in Sec. [Il Except for convergence tests, the simulations were carried
out on a basic grid of size N x N = 642, with h = Az = 1/N and timestep At = h/5, corresponding to a Courant
factor At/Az =1/5.

Periodicity in the z-direction implies that the z-axis is a closed lightlike line. The simulations are performed in
order to test and analyze the resulting behavior of the wave equations ([2I)) and ([Z2]), and are divided between (i)
source free evolution with non-zero initial data and (ii) evolution with non-vanishing source and vanishing initial data.

For the first set of simulations, we prescribe initial data consisting of a compact pulse

‘I)(O,:E,y) = f(:Z?, y) = A$4y4(117 - 1)4(y - 1)4a (31)

and vanishing source S = 0, with amplitude A = 10%, which normalizes the magnitude close to unity.
For the second set of simulations, we prescribe vanishing initial data ®(0,z,y) = 0 and switch a compact source on
and off according to

S = A3t —t)(x —21)(y—y)(t — )@ —22)(y— )], 1 <t<to, w1 <x<as,y1<y<ye, (32)
S = 0, otherwise,

where the amplitude is again A = 10%, for the same consideration. The source is turned on at ¢t; = 2, and shut off
at to = 8, with peak amplitude at t = 4. The spatial dependence of the pulse is compactified between x; = y; = 0.2,
and xo = yo = 0.8.

A. Convergence Tests

Convergence tests were based upon three grids of size Ny x Ny, with Ny = 64/A, in the ratio A = (1,2,4),
ha = Ah, while keeping the Courant factor fixed at Ata/ha = 1/5. The Cauchy convergence rate r was found in
terms of the corresponding computed solutions ® 4 (¢, ji, j2) according to the formula

_ log(|[Pa — P2)[[n/[|P2 — P1[])n
log(2) '

In Fig. [l we plot the measured convergence rate (B3] for the three grids in the interval 0 < ¢ < 10. The convergence
rate r(t) ~ 2 is in excellent accord with that expected from the second order finite difference approximations (23)
and (24]). At late times, the convergence rate for the double-null problem slowly degrades because of the inability of
the coarsest 16 x 16 grid to resolve the high frequency growing modes ([2.9).

r(t)

(3.3)

B. Stability Tests

Test runs for the two systems (21 and (Z2]) confirmed the results for the well-posedness of the analytic problem
found in [1]:

e For a < 0, both problems are ill posed. Numerical instability is evident and the runs quickly crash.

e For the double-null system (21 with a = 1 and |b| > 0, there are exponentially growing modes but the runs
are numerically stable and convergent.

e For the null-timelike system (22)) with a = 1 and |b|] < a, there are no growing modes. For |b| > a, there are
exponentially growing modes, but the runs are numerically stable and convergent.

e In all simulations for a > 0, the wave remains smooth and there is no sign of numerical instability.

Figure [2 displays the effect of the lower order terms for the evolution of the double-null system with a = 2b = 1,
for the initial pulse (BI]) and source S = 0. The fastest growing mode in the analytic problem is not evident at the
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FIG. 1: Convergence rate r(t), in the interval 0 < ¢ < 10, of the numerical solution ® for the double-null case (1] and
null-timelike case (22]), with b=10.1 and a = 1.

early time ¢ = 1 but becomes dominant at ¢ = 25. The solution continues to grow but remains smooth, showing no
sign of a numerically induced instability. There is more extreme growth for the case a = b = 1.
For the null-timelike system (2]), the quasi-normal modes

o= est-i—i(wlw-i-wgy) (34)

have growth (decay) rate Rs given by (Z.I1)). Consequently, fes < 0 for |b| < a and the modes are damped. Simulations
for a =1 and b = 0.5 show no sign of growth and the wave decays at late times. For b > a, (211 implies that the
dominant growing mode satisfies wo = —bw; /a so that the wave develops a symmetry along the lines x—(b/a)y = const.
For the neutrally stable case a = b = 1 illustrated in Fig. B initial growth of the critical mode with wy = —w; is
evident at t = 5. As shown in Fig. [4] this neutrally stable mode does not exhibit exponential growth or decay but
settles into a constant amplitude traveling wave. The late time behavior shows the expected symmetry along the
diagonal lines x — y = const. (For b = —a the symmetry switches to the diagonals x + y = const.)

d(t,x,y) at t=1, b=0.5 d(t,x,y) at t=25, b=0.5

0.12 . 06 S
= RIS
< SRR ORSOUN RN
R IO WSHR)
004 RRRERERRE o2 /,%;4'»':“" e X /»’-’/'.'\‘/.v
LA -0. 0 % .
o Wtz
08 s RS
1 Wf’of'f")“/" 1

FIG. 2: Snapshots of the simulation of the double-null system (1), with initial pulse (31)), for b = 0.5 and a = 1. On the
left, at ¢ = 1, the growing mode is barely visible. On the right, at ¢ = 25, the growing mode dominates but the smoothness
indicates no sign of a numerically induced instability. The case b = 1 shows more extreme growth.
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C. Simulations of the double-null problem

Here we present simulations of the double-null problem (21]) for the case a = 1 and b = 0.1 where no growing modes
are excited. First, for the compact initial pulse [BI]) with source S = 0, Fig’s. Bl and [0 show that two qualitative
features emerge on the order of a few crossing times: the y-dependence become uniform and the wave freezes in shape.
This behavior can be inferred from the integral

/ dxdy®, (&(@w +a®) — 2P + 2bay<1>> =0 (3.5)
which implies
o) / drdy(0,®)? = —2a / dxdy®,? — 4b / drdy®;0,®. (3.6)

Thus, for b << a, the y-dependence monotonically becomes homogeneous as ®; — 0 and the waveform freezes as it
propagates with zero coordinate velocity along the characteristic in the ¢-direction.

P(t,xy) att=1, b=0.1 P(t,x,y) at t=5, b=0.1

saiins
77 R
NN

SRR A2
=
——

<

FIG. 5: Early time simulation of the double-null problem for b = 0.1 and a = 1 with initial data I and source S = 0. At
t =1 (left plot) the wave has undergone little change but at ¢ = 15 (right plot) it begins to homogenize in the y=direction.

d(t,x,y) at t=15, b=0.1 d(t,x,y) at t=50, b=0.1
,-"';::‘::\\\ s“‘::‘\\
_R= R
008 SN 0 P SN
= i =
R, SRR
004 R iix 004 iRk
RTINS R
R s s r R e R
A A
0 > S——— 0 S
SRR

FIG. 6: Late time simulation of the double-null problem for b = 0.1 and a = 1 with initial data (I and source S = 0. At
t = 15 (left plot) the wave has become uniform in the y-direction. At this time the wave has settled into a stable mode and its
shape has frozen, as evident from comparison with the right plot at ¢ = 50.
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Next we present simulations with vanishing initial data and a non-vanishing source. As an indication of what to
expect, consider the example

S = da - 5)orw(t),

where 9 (t) is a compact signal in time. The corresponding solution of (ZT) is

> e—a/? 0 1
t = eTT(¢ < -
(t,2) = Tz (1), 0<z<g
o c*/2 1 1
= ——e YY(t), = )

(ta) = ;e (1), 5 <z<

Notably, a signal emitted in the forward z-direction instantaneously circuits the closed lightlike line and returns to
the source.

Figures [7 and [8 present snapshots of the numerical evolution of the double-null problem with the compact pulse-
shaped source [B2)) for b = 0.1 and @ = 0.5. In Fig. [0, at ¢ = 2.1 just after the source has turned on, it is clear
that the signal has instantaneously propagated around the closed lightlike curve in the x-direction. The effect of the
a-term is to damp the signal as it returns to the source.

After the source is turned off at t = 8, the wave continues to spread in the y-direction as its amplitude decays. At
t = 10, there is little evidence of the original compactness of the source. At late times, as shown in Fig. Bl the wave
continues to decay as it becomes more uniform.

Stxy) at=2.1 d(txy) at=2.1

2.4e-04 5.0e-06

o
1.26:04 25606 LOSSSS
LS
e

I s
izt
Z7

0.0e+00 <= e 0.0e+00

FIG. 7: Simulation of the double-null problem for b = 0.1 and a = 0.5 with compact source (3:2). The left plot shows the shape
of the source, at t = 2.1, just after it has been turned on. At this same time, the right plot shows that the resulting wave has
instantaneously propagated around the closed lightlike line in the z-direction.
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The propagation of the signal several crossing times after the source (32 has turned off for the double-null problem

more uniform.

with b= 0.1 and @ = 0.5. At ¢ = 10 (left plot), the wave has spread in the y-direction and there is no remaining evidence of the
original compactness of the source. The plot at ¢t = 25 (right) shows that the solution continues to slowly decay as it becomes
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D. Simulations of the null-timelike problem

Here we present simulations of the null-timelike problem (2.2I), for the case a = 1 and b = 0.1 where no growing
modes are present. Now the ¢-direction is no longer characteristic and there are waves propagating in both the
+a-directions. For simulations with source S = 0, an analysis analogous to that leading to (B.6) for the double-null
problem gives

O / dxdy<(6$<1>)2 + (ay@)2> =—2a / drdy®;* — 4b / drdy®;0,®. (3.7)

For b << a, (B1) implies that the amplitude decays monotonically as ®; — 0. As in the double-null problem,
the simulations with initial pulse (3]) show that the y-dependence becomes uniform after a few crossing times, as
illustrated in Fig. However, the z-dependence persists as the wave decays, as can be understood in terms of the
damping rate (2I1)) for the quasi-normal modes. After the y-dependence has damped out, i.e. as we — 0, [2.I1)
reduces to

a

1+ (a2/w?) (3:8)

Rs —
so that the long wavelength xz-dependence damps very slowly as & — const.

d(t,x,y) att=1 d(t,x,y) at t=15
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FIG. 9: Evolution of the null-timelike problem for b = 0.1 and a = 1 with initial pulse (8] and source S = 0. At t =1 (left
plot) the wave has undergone little change. At ¢ = 15 (right plot) the wave has become uniform in the y-direction and has
settled into a long wavelength mode traveling in the z-direction.

Next, we present snapshots of the simulation of the null-timelike problem for b = 0.1 and ¢ = 0.5 with vanishing
initial data and the compact pulse-shaped source S given by (32). The left snapshot in Fig. [0l at ¢t = 2.1, just after
the source is turned on, shows that the signal has instantaneously propagated around the closed lightlike line in the
z-direction. The right snapshot at t = 25 shows that at late times the wave has homogenized in the y-direction as it
decays into a long wavelength mode of diminishing amplitude traveling in the z-direction.
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FIG. 10: Simulation of the null-timelike problem for b = 0.1 and a = 0.5 with compact source ([32]). The left snapshot at
t = 2.1, just after the source is turned on, shows that the signal has instantaneously propagated around the closed lightlike line
in the z-direction, very similar to the corresponding double-null problem illustrated in Fig. [l The late time behavior in the
right snapshot at ¢ = 25 shows that the wave homogenizes in the y-direction as it decays, but in a quite different manner than
the decay in the double-null problem illustrated in Fig.
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IV. MARCHING ALGORITHM FOR THE HALF-PLANE PROBLEM

We first consider the initial-boundary value problem for
O1(0,® + a®) = §?P (4.1)

with the semi-discrete approximation
Ot (DOIq) + a@) =D, ;D_,, (4.2)

in the half-plane 0 < z < oo, with Dirichlet boundary conditions at the inner time-like boundary x = 0. The lines
t = const are outgoing characteristics. For this problem, there is no periodicity in the x direction so that the discrete
Fourier approach of Sec. [TAl is no longer appropriate for a numerical algorithm. Although a different spectral (or
pseudo-spectral) algorithm could be adopted, we pursue a local finite difference approach. In this case the method
of lines is not applicable because reduction of [@2]) to a first order system does not lead to a system of ordinary
differential equations in time. Instead, we construct a marching algorithm along the outgoing characteristics, as first
developed in [11].

We discretize ([4.2]) in both time and space on a grid with boundary at @ = 0. This leads to the finite difference
equation

Dot(Doa® + a®) = Dy, D_,®, (4.3)

where ¢, = nAt. We denote At = Az = Ah, in terms of the Courant factor A. Setting ®} = ®(nAh, jh) and
centering ([{3)) about the virtual grid point (n + %, j - %), we use the second order accurate approximations

I — I — 1 4 "

O Do® = —2 NE , (4.4)
n+1 n+1 n n
aq)_@j + oIt — o — o w5)
T 2\h ’ '
o+l _pntl L on _ pn
0, ® = 2 J‘;h R ity (4.6)
and
et —29ntl 4 ot L @7 — 207 4 O
D.D_& =1 -1 7‘22h2 s A (4.7)
With these approximations [3)) is equivalent to
I — @I —n 4 o7 | (R + T — 07 — @7 ) B I — 207 4 I 4 B — 207 + @7 .
Ah2 + 2\h N 2h2 (48)

so that
(1 + (ah/2) — (A/Q))cbgﬂ = (1 — (ah/2) — A) M+ (A/2)®0F) + (A/2)@7,,
+ <1 + (ah/2) — )\> % + ( — 1+ (ah/2)+ (A/2)><I>}‘1, (4.9)

which determines @?H, in terms of (@;Lfll, @?f%, 7.4, @7, @7 ;). For a =0, this is identical to the approximation
obtained in [11] which was obtained from an integral identity satisfied by a scalar wave at the corners of a characteristic
parallelogram.

The marching algorithm based upon [9) proceeds as follows. Let 7 be given on time level ¢, and let @g“ and
"+ be given on time level ,,, 1. Then ([@EJ) determines ®5' and then, sequentially, @g‘“, ot @g“ ... After
updating the t,4; time level, this outward march along the characteristic is repeated to update ¢, 2. The required
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initial data are @?, which are supplied by the characteristic initial data ®(0,x). The required boundary data are ®f,
which are supplied by the Dirichlet boundary data ®(¢,0). In addition, a start-up algorithm is needed to obtain ®}
(see below).

The stability of the algorithm can be determined by analyzing the behavior of the Fourier-Laplace modes

" = etne™ih = nAh. (4.10)
Substitution into ([£38)) leads, after some algebra, to the amplification factor

~ ow 1= Asin?(wh/2) + i cot(wh/2)(Asin®(wh/2) — (ah/2))

Q== 1 — Asin?(wh/2) — i cot(wh/2)(Asin®(wh/2) + (ah/2)) (4.11)

Thus, as found in [11], |Q| = 1 for the case a = 0, i.e. the algorithm is unimodular. For a > 0, |Q| < 1 and the
algorithm is damped. The algorithm is unstable for a < 0. A

An algorithm is unconditionally stable if |Q] < 1 and stable if || has an upper bound independent of the values
of w and h. The above algorithm is unconditionally stable for a > 0. In addition, it is convergent provided A < 1
so that the Courant-Friedrichs-Lewy (CFL) condition (that the numerical domain of dependence contain the analytic
domain of dependence) is satisfied. However, the unimodular stability for the limiting case a = 0 makes the algorithm
prone to instabilities when extended to higher dimensional systems. In addition, see [12] for a discussion of potential
nonlinear instabilities and a technique to control them by introducing artificial dissipation into ([&8]). Modulo such
higher order terms, the basic finite difference approximation (@8] appears to be the unique 2-level algorithm which is
stable, convergent and second order accurate, i.e. we have not been able to find any other other algorithm with these
properties.

The generalization of the marching algorithm to higher dimensions is straightforward using the techniques described
n [11]. However, instabilities can arise from the introduction of additional lower order terms. A critical case is the
2-spatial dimension wave equation

04 (0:® + a®) = 20 + 0;® — 200,®, a > 0. (4.12)

The corresponding CFL condition is A < 1/2; which is determined by the characteristics in the (¢,+y) planes. As
before, we discretize the y-dependence on a periodic grid and write ®7, ; = Q(tn, x5,y ,). We introduce the second
order approximation

1
020 — 200, @77, = Z(DyyD_y — 20Dg,)(PTHY 4+ D7 ), (4.13)

=1/22 7 9 Ji—1,j2 Ji-j2
which does not involve the values ‘I’nsz so that the marching algorithm can be extended to 2-dimension. In order to
analyze the stability of the resulting marching algorithm, we consider the modes
n __ _snAh jiwiji1h jiw2j2h
g =€ e e, (4.14)

From a calculation analogous to that leading to (@11, we find

2 2
A (1 — A-hB cot(hw1/2)) + ((A — (ah/2)) cot(w1h/2) — hB>
|Q|2 = D) PR (4'15)
(1 — A+ hB cot(wlh/2)) + ((A + (ah/2)) cot(wrh/2) + hB>
where
A = \(sin® (hwy /2) + sin® (hwa/2)) (4.16)
and
B= M (4.17)
Thus
02 =1+ —4hB cot(hw1/2) — 2ahA cot? (hwy /2) N (4.18)

(1 — A+ hBcot(hw /2)) g ((A + (ah/2)) cot(hwy /2) + hB)
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For b=0and a > 0, |Q| < 1 and the algorithm is unconditionally stable.
In order to analyze the effect of b # 0, first consider the continuum approximation h = 0 with bounded values of
(w1,ws), for which

3 3
(—4hB cot(hwi /2) —2ah A cot? (hwy /2)) sin? (hwy /2) ~ —% (2bw1w2+a(w‘f‘+w§)) < %(|b|—a)(wf+w§), (4.19)

so that, referring to [@IH), |Q| < 1 for |b| < a and the algorithm remains unconditionally stable. More generally in
this approximation,

2\h (2bw1w2 +a(w? + w%))

312
~ 1-—
| w? +a?
2M\h CL(LLJQ + §W1)2 - %w% 5
2\hb
S 1- 2 S 1 + -
wita a

so that the growth rate is bounded independent of (w1,ws). Hence the algorithm remains numerically stable but

reflects the existence of exponentially growing modes in the analytic problem. In this approximation, note that for
a =0 and b # 0 that

02 ~1— 4022, (4.20)
w1
so there would be a catastrophic instability for (—bws)/wi — oo. This again reflects the important role of the condition
a > 0 in determining the well-posedness of the problem.

Next, for a > 0, consider the limiting cases where either w; — 0o or wg — 00, or both, as h — 0. We express (A1)
in the form

—2h (B(Aa)—1/2 + (Aa)'/? cot(hw1/2)) 2 +2hB%(Aa)~!

QP =1+ ; - (4.21)
(1 —A+hB cot(hw1/2)> + ((A + (ah/2)) cot(hwi/2) + hB)
so that
A 2hB%(Aa)~!
QF < 1+ 2hE (Aa) 5
(1 — A+ hB cot(hw1/2)> + <(A + (ah/2)) cot(hw1/2) + hB)
2
< 14 _Zhb /a - (4.22)
(1 —A+hB cot(hw1/2)> + <(A + (ah/2)) cot(hw1/2) + hB)
where we have used the identity sin* 6 = 4sin®(6/2) cos?(6/2) to obtain
2 02 2
B2A-1 b* sin”(hws /2) cos? (hwa/2) <2 (4.23)

sin?(hwy /2) + sin®(hws /2) ~

We observe that uncontrolled growth can only occur if there are values of (wq,ws) such that the denominator in
(£22) vanishes, which requires

1-A

"B = = e 2)

h
— (At %) cot(huw /2). (4.24)
The second equality in (Z24) implies
1A 1-— )\(sin2(hw1/2) + sinz(hw2/2))

cot? (hwy /2) = = , (4.25)
A+ (ah/2) A<sin2(hw1/2) + sinQ(hng/2)> + (ah/2)
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so that solving for sin?(hw; /2) gives

Asin? (hwa/2) + (ah/2)

sin® (hn /2) = =)

(4.26)

as a necessary condition for an unstable mode. However, because B = O(h), a straightforward analysis shows that
the first equality in ([@24) rules out such modes for reasonably small values of h. As an example, consider the mode
sin?(hwi /2) = sin?(hwy/2) = 1/2, @E26) with A = (1/2) — (ah/4), which satisfies (28] and is consistent with the
Courant condition A < 1/2. Then the first equality in (£24]) would require,

|blh = 2|1 — X7, (4.27)
which would not be satisfied. The robust stability boundary test described in Sec. [V Al verifies this conclusion that

the marching algorithm is stable.
In Sec. [Vl we present tests and simulations of the null-timelike problem

01(0,® + a®) = 0, ((1 - x)281<1>) +0;0—200,®, 0<xz<1, 0<y<1l, >0, (4.28)

with periodicity in y. We assign Dirichlet boundary values at x = 0. The boundary at x = 1 is an ingoing characteristic
surface and requires no boundary condition. It is analogous to the boundary at null infinity obtained by conformal
compactification. The finite difference approximation (£7]) is modified according to

O <(1 - 17)28x<1)> =(1-2)%0?® - 2(1 —2)0,® ~ (1 —2)?°D,,D_,® — 2(1 — ) Dy, P, (4.29)

which is evaluated at the mid-point (j; —1/2,j2) at time #,,,, /2 by

1 N 1
(1-2)?Dy,D_,® = 5= zj,-1)? Dy D@, L+ 51— 2,)*DiaD_z @7 (4.30)

and
—2(1 = 2)Dop® = —(1 — 2j, _1/2) Doy (‘I’?Itll/z,jz + @;11/27j2>. (4.31)

These approximations, along with the previous second order approximations for the other terms in the wave equa-
tion, allow the values of @"Tl» at the outer (characteristic) boundary = 1 to be updated in terms of values previously
determined by the marching algorithm. The startup algorithm at the inner boundary x = 0 is more complicated since
an approximation for 92® requires a minimum of three grid points. In order to circumvent this difficulty we write

020 = \3,0,® — 0, (\D; — ). (4.32)

Here the first term on the right hand side only requires a two-point stencil as in (#4]). In addition, the second term
can be approximated to second order by a stencil involving only the first two points on the upper time level,

Dp(ADy — 0,) @2 = DOm(<1>"+1 — B8y ) =

n+1 n+l n
/242 ~ 1/2,52 ertl — opt 50, T @1,,)- (4.33)

h( 1,52 0,72

Along with the other terms in the wave equation, this can be used to determine fIJ’f)J]le in terms of the Dirichlet
boundary data @8321 and previously determined values.

V. SIMULATION OF THE NULL-TIMELIKE STRIP PROBLEM

Here we apply the marching algorithm described in Sec. [V] to simulate the initial-boundary value problem for the
wave equation (£28]),

01(0,® + ad) = 0, ((1 - x)2(91<1>> + 020 — 200,®, >0, (5.1)
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in the strip 0 < 2z <1, 0 < y < 1, with periodicity in the y-direction. We assign initial data and Dirichlet boundary
data

(0,2,y) = f(z,y) (t,0,y) =q(t,y). (5.2)
The principle part of the wave operator in (5.1I) corresponds to the metric
ds® = —4(1 — x)2dt* — Adtdz + dy?.

This implies that the boundary at z = 1 is an ingoing characteristic hypersurface so that no boundary condition
should be applied there.

This strip problem with a > 0 was shown to be well posed in [1], where an energy estimate established that the
solution and its derivatives remain bounded. We demonstrate this by the stability and convergence tests in Sec’s. [V _A]
and [V Bl The simulations in Sec’s [V.(illustrate the effects of the lower order a-term.

A. Stability

The analysis in Sec. [V] showed that the marching algorithm for the problem (B0 is stable for a > 0. For a < 0,
the problem is ill posed and numerical stability cannot be expected. We confirm these results by carrying out robust
stability boundary tests |13] based upon random initial and boundary data. The test is implemented using a random
number generator that changes at each time-step. The test was run on a grid of size N x N = 642, with h = Az = 1/N
and timestep At = h/5, with an amplitude for the random noise of A = 1, for a time ¢ = 10. The graph of the time
dependence of the Lo, norm for the case a = b = 1 is shown in Figure Il There is no sign of numerical instability.

25 T T T T T T T T T

|

lill,,

0 1 | 1 | 1 | 1 | 1

Time

FIG. 11: Time dependence of the Lo norm ||®|| for the robust stability boundary test with a =b = 1.

The instability for cases a < 0 is not as pronounced as for the tests of the Cauchy problem. This is because the
unstable modes are propagated off the grid through the characteristic boundary at x = 1. Consequently, the robust
stability test is not as effective as in the case of the strip problem between two timelike boundaries. Nevertheless,
rapid unstable growth is evident for sufficiently negative values of a.

B. Convergence

We carry out two convergence tests. In the first, the initial-boundary data is based upon the exact solution for
b=0,

w2

® = e ¢(z) cos(wy), s= - (5.3)
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where
B(w) = >/ (=), (5.4)

In this test we set w = 27 and @ = 10 so that the exponential decay of the solution can be resolved with reasonable
sized grids Na x Ny, with N4 = 64/A in the ratio A = (1,2). On these grids, the convergence to the exact solution
is measured with Courant factor At4/ha = 1/5 in the interval 0 < ¢ < 1. The convergence rate r(¢) ~ 2, shown in
the left plot of Fig.[I2 is in excellent accord with the second order finite difference approximations.

We also test Cauchy convergence for the case a = b = 1 for the simulation of the initial pulse

®(0,2,y) = Al(e—z1)y —y)@—22)(y — )], 21 <@ <a2 1 Sy <y,
®(0,z,y) = 0, otherwise, (5.5)

with vanishing boundary data. We take 2y = y; = 0.1, 22 = y2 = 0.9 and amplitude A = 10°. The Cauchy
convergence rate r(t), measured for three grids of size Ny x N4, with Ny = 128/A, with A = (1,2,4),and Courant
factor Ata/ha = 1/5, is shown in the right plot of Fig. We again obtain clean second order convergence r(t) ~ 2.
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FIG. 12: Left: Convergence rate r(t) to the exact solution (B3] in the interval 0 <¢ < 1, with a =10 and b = 0.
Right: Cauchy convergence rate r(t) for simulation of the initial pulse (55) with a =b = 1.

C. Damping, radiation tails and the a-term

In order to reveal the effects of the a-term in (5] first consider the exact 1-dimensional solutions for the case
a=0,

(I)(t,l') = Fl(t) +F2(t+ 1 !

— X

). (5.6)

Here Fi(t), with F» = 0, describes a purely outgoing wave emanating from the inner boundary. For the simulation of
such a purely outgoing wave, we choose the pulsed signal

Fi(t)=A[(t —t)(t —t2)]*, t1=02,t=0.8, Fi(t)=0fort <t;andt > to,
corresponding to the initial and boundary data
®(0,2) =0, P(¢,0) = Fi(t). (5.7)

We choose the amplitude A = 10* to make the peak of order unity. For a = 0 the profile ®(¢,1) of the waveform
passing through the outer boundary is identical with the inner boundary data, i.e. ®(¢,1) = Fi(¢), and the error is
the order of machine precision. For a > 0. the solution to (&1 resulting from the data (&) is no longer given by
(EE) and shows the effects of backscatter. Figure [[3] which compares the waveforms ®(¢, 1) resulting from the initial
data (B.71) for the cases a =0, a = 0.1 and a = 1, illustrates the damping of the outgoing waveform due to the a-term.
The a-term produces a tail to the waveform which decays on a time scale increasing with the size of a.
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Snapshots of ®(t,z) for a = 1 are given in Fig. [[4] at times ¢ = 0.5 (in the middle of the signal F}(¢)) and ¢t = 2.0
(after the signal has turned off). The snapshots exhibit a distinctive, almost horizontal slope near the outer boundary,
which can be explained by evaluating (51) at = 1,

) <8m<I>(t, 1) — ad(t, 1)) =0, a=1, (5.8)

which implies
0. P(t,1) = —=P(¢, 1), (5.9)

since ®(0,2) = 0. During the signal, when ®(¢, 1) is large and positive, this results in a negative slope at = 1 but
during the tail, as ®(¢,1) decays to zero, this slope becomes very small.
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FIG. 13: The waveform at the outer characteristic boundary corresponding to the purely outgoing data (51). The a-term
produces a tail which decays on a time scale increasing with a.

d(t,x) at t=0.5 for a=1 d(t,x) at t=2 for a=1
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2.6e-01 0.0e+00 =

FIG. 14: Snapshots ®(t,z) for a = 1, with boundary data (571). The left plot in the middle of the signal at ¢ = 0.5 is dominated
by the negative slope at the outer boundary resulting from (59). The right plot at ¢ = 2 shows that this slope becomes small
during the tail decay.

These 1-dimensional results shed light on the behavior in the 2-dimensional case obtained by adding a compact
y-dependence to the pulsed boundary data,

@(O,x,y) = Oa <I>(t,0,y) :A[(t_tl)(t_tQ)(y_yl)(y_yQ)]4v (tlayl) = 0'27 (t27y2) =0.38. (510)

The left plot of Fig. [[8] shows a snapshot of the wave in the middle of the signal at ¢ = 0.5. Where the y-dependence
of the pulse is peaked, it is similar to the left plot Fig. [[4] for the 1-dimensional case. Similarly the snapshot during
the tail decay at ¢ = 2 in the right plot of Fig. is almost identical to the right plot of Fig. [[4] differing only by
some backscatter of the original pulse.
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FIG. 15: Snapshots ®(¢,z,y) for a = 1 and b = 0, with pulse shaped boundary data (GI0) during the middle of the signal at

0.5 (left plot) and during the tail decay at ¢t = 2 (right plot). The similarity to the 1-dimensional case in Fig. [I4]is evident.
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VI. SUMMARY

Analytic results regarding the importance of the a-term for the well-posedness of the characteristic initial-boundary
value problems for the wave equation have been extended to the finite difference formulation. Based upon these results,
we have developed computational evolution algorithms for the scalar wave equation in characteristic coordinates. We
proved the numerical stability of the algorithms analytically, by means of both Fourier-Laplace theory and the energy
method. The approach allowed us to individually test the finite difference code for the pure Cauchy problem and
for the initial-boundary value problem in a strip. The main result for both problems is that numerical stability is
controlled by the condition a > 0, an important feature which had been overlooked in treatments of the characteristic
initial value problem for the wave equation.

The pure Cauchy problem was implemented with periodic boundary conditions so that characteristics formed closed
timelike curves. This gave rise to simulations in which a signal propagated instantaneously back to the source. The
evolution code for the strip problem, with timelike inner boundary and characteristic outer boundary, was modeled
upon the characteristic marching algorithm, which has been used for characteristic evolution in general relativity.
The knowledge gained from the model problems considered here should be of benefit to a better understanding of the
gravitational case and other applications of characteristic evolution [7].
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