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In 1985, Neil Postman argued that television 
was ruining the way we think because the su-
perficial nature of television robbed us of the 
slow work that comes from creating and in-
terpreting the written word. “Books,” Post-
man wrote, “are an excellent container for 
the accumulation, quiet scrutiny and orga-
nized analysis of information and ideas”1 in 
a way that television, with its emphasis on 
brevity and superficiality, cannot be: “It 
takes time to write a book,” Postman wrote, 
“and to read one; time to discuss its contents 
and to make judgments about their merit.”2 
Twenty years later, Nicholas Carr, reflecting 
diminishing worries about television’s im-
pact, argued that now the very infrastructure 
of the internet was reshaping our brains. 
“[T]he media or other technologies we use in 
learning and practicing the craft of reading 
play an important part in shaping the neural 
circuits inside our brains,” Carr wrote.3 
What’s more, the kind of reshaping that the 
internet does is, like Postman’s earlier wor-
ries about television, one that prioritizes and 
rewards superficiality, rapidity, and distrac-
tion. 
  
This idea — and this continued worry — that 
we should be particularly concerned about 
what our technologies prioritize and reward 
is one that underwrites two recent works on 
artificial intelligence (AI): Mark Coeckel-
bergh’s The Political Philosophy of AI: An 
Introduction (Polity Press, 2022) and Calvin 
D. Lawrence’s Hidden in White Sight: How 
AI Empowers and Deepens Systemic Racism 

 
1 Postman, Neil. Amusing Ourselves to 
Death: Public Discourse in the Age of Show 
Business. (New York: Penguin Books, 
2005), 69.  
2 Postman, Amusing Ourselves to Death, 
69-70. 
3 Carr, Nicholas. “Is Google Making Us 
Stupid? What the Internet is Doing to Our 
Brains.” The Atlantic. (July/August 2008). 

(CRC Press, 2023). The two writers ap-
proach the topic of AI from different direc-
tions: Coeckelbergh focuses on how politics 
can help us better understand the role we 
want AI to play in society, while Lawrence 
focuses on how the current use of AI is al-
ready shaped – even weaponized – by our 
existing politics to achieve particular, and 
often particularly sordid, social ends. De-
spite these different perspectives, the two 
writers nonetheless arrive at a similar, par-
tially-hidden conclusion: the social impact 
of AI is neither accidental nor intentional, 
but, like Postman’s fears about television 
and Carr’s fears about the internet, has be-
come increasingly dominant because it pri-
oritizes and rewards the values of capitalism 
in a way that invariably undermines the val-
ues of justice, fairness, and democracy.  
  
That the values of AI are not the same as 
those of inherent to democracy is a central 
idea in Coeckelbergh’s introductory text on 
the political philosophy of AI. Coeckel-
bergh’s text, expressly designed for students 
in the areas of political philosophy and phi-
losophy of technology, is comprehensively 
organized. After an introduction that rebuts 
the widespread but naive assumption that 
“technology itself is neutral and everything 
depends on the humans developing and us-
ing it,”4 Coeckelbergh proceeds to demon-
strate how “technology is not just a means to 
reach an end, but also shapes these ends.”5 
Several chapters follow, in which Coeckel-
bergh investigates, one by one, how “new 

https: //www.theatlantic.com/magazine/ar-
chive/ 2008/07/is-google-making-us-stu-
pid/306868/. Accessed November 26, 2023.  

 
4 Coeckelbergh, Mark. The Political Philos-
ophy of AI: An Introduction. Cambridge: 
Polity Press, 2022), 4.  
5 Coeckelbergh, Mark. The Political Philos-
ophy of AI, 4.  
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technologies put our very notions of free-
dom, equality, democracy, power, and so on, 
into question.”6 
 
Though in this sense the book is hampered 
by its monumental project of defining mil-
lennia-old terms before being able to turn to 
their relationship to AI (as for example when 
Coeckelbergh ambitiously suggests that 
“[t]o know if and how AI may threaten de-
mocracy, we first have to know what democ-
racy is”7), it provides an excellent and com-
pelling introduction to how we might begin 
to think about that relationship. In the book’s 
strongest chapter, titled “Democracy: Echo 
Chambers and Machine Totalitarianism,” 
Coeckelbergh stakes out a variety of genu-
ine, politically crucial issues that hover 
around AI: from a lack of public accounta-
bility for opaque political and legal decisions 
made with the help of AI (as for example in 
criminal sentencing protocols), to the social 
and communicational implications of infor-
mation gathering and sharing. Coeckelbergh 
points out that, in addition to familiar wor-
ries about filter bubbles and echo chambers, 
AI can also do much more: for instance, “in-
stead of exposing one’s views to public dis-
cussion and scrutiny by broadcasting, it is 
now possible to send highly targeted mes-
sages to many people all over the world.”8 
Such targeted messages, determined via in-
creasingly accurate AI algorithms, threaten 
the “deliberative ideals of democracy,” 
which requires “the public use of reason and 

 
6 Coeckelbergh, Mark. The Political Philos-
ophy of AI, 6. 
7 Coeckelbergh, Mark. The Political Philos-
ophy of AI, 64. 
8 Coeckelbergh, Mark. The Political Philos-
ophy of AI, 78. 
9 Coeckelbergh, Mark. The Political Philos-
ophy of AI, 77. 
10 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 108. 

includes deliberating how to live together 
over a longer time.”9 Through both the pri-
vate targeting of isolated views and the am-
plification of private communication among 
like-minded actors only, the widespread 
adoption of AI undermines the requisite pub-
lic aspect of democratic politics, an aspect 
that demands open and transparent sharing 
of viewpoints and collective, deliberative re-
flection on the common good.   
  
In another powerful chapter, titled “Power: 
Surveillance and (Self-)Disciplining by 
Data,” Coeckelbergh further explores the 
ways that AI influences how power is dis-
tributed throughout society – or, in other 
words, how AI helps determine who (or 
what) gets to control whom. Drawing in par-
ticular on the work of Foucault, Coeckel-
bergh suggests that the mere presence of AI 
“contributes to the creation of a new kind of 
panopticon.”10 But in place of the traditional 
Orwellian Big Brother, with its more 
straightforward and intentional employment 
by government and corporate actors, AI, in 
its actual applications in our phones and our 
engagement with social media, turns us all 
into tools of surveillance — a new kind of 
“peer-to-peer surveillance.”11 (Such an en-
demic, lateral surveillance system is familiar 
to any users of apps like Uber, in which driv-
ers “rate” passengers even as passengers 
“rate” drivers, generating data for the algo-
rithm that oversees them both.)12 This 
power, Coeckelbergh insists, is not 

11 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 109. 
12 Worries about this kind of lateral social 
monitoring – and public punishing – that 
current technology enables has been a noted 
concern for some time, as in Jonathan 
Zittrain’s 2008 book The Future of the In-
ternet and How to Stop It. More recently, 
Black Mirror-like applications that weapon-
ize this, such as the rumored Chinese Social 



metaphoric: just as the mere presence of 
speed cameras forces us to self-regulate our 
driving behavior on the road (whether the 
cameras actually work or not),13 “AI and its 
designers choreograph the movements that 
are necessary to operate the device and app 
in a certain way, and thereby exercise power 
over me and my body.”14 AI doesn’t just 
control the information we see, or how infor-
mation about us is used, but it also controls, 
in a literal way, our very bodies.  
  
The claim that AI controls what happens to 
our bodies would not surprise Calvin Law-
rence; indeed, his Hidden in White Sight is at 
its core an articulation of the vital idea that 
we are increasingly governed by the applica-
tions of AI in specific and not just abstract or 
conceptual ways. Lawrence, unlike Coeckel-
bergh, is not an academic15 but is rather “a 
well-respected IT industry veteran with a ca-
reer that has spanned almost three dec-
ades.”16 Not infrequently, Lawrence refers 
to his personal experiences with engineer-
ing, coding, and AI ethics in various roles for 
the IBM corporation, as well as his histori-
cally- and culturally-positioned identity as a 
Black man in the United States, and so is 
able on both counts (also unlike Coeckel-
bergh) to provide a unique, on-the-ground 
perspective for how AI both gets created and 
gets experienced. In an early anecdote, for 
instance, Lawrence describes how, late one 
night, car trouble forced him to call a tow 

 
Credit app, have been in the news (see an 
MIT Technology Review discussion at https: 
//www.technologyreview.com 
/2022/11/22/1063605/china-announced-a-
new-social-credit-law-what-does-it-mean/).  
13 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 13. 
14 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 119.  
15 Interestingly, Coeckelbergh hopes that 
more academic philosophers engage with 

truck while parked in a “predictive hotspot”: 
“an area,” he explains, “determined by a 
computer algorithm used by the Atlanta Po-
lice Department to be the likely scene of an 
upcoming crime.” Though he made it out of 
the situation without harm, he writes that 
“[b]ecause of my day job, I knew more than 
I cared to admit about AI-enabled systems 
that predicted the likelihood of crime” in ra-
cially biased ways.17  
 
This dual perspective, which underwrites all 
of Lawrence’s text, is of particular value 
when read alongside Coeckelbergh’s. Where 
Coeckelbergh focuses on the abstract nature 
of freedom, democracy, equality, and power, 
Lawrence presents concrete and powerful 
examples of each. His text, like Coeckel-
bergh’s, is organized around a series of is-
sues emanating from biased applications of 
biased AI: policing, home ownership, medi-
cal care, social media advertising, and more. 
Lawrence’s text shines light on the individ-
ual applications of AI that can too easily get 
lost in abstract academic scrutiny. In an es-
pecially enlightening example, Lawrence 
describes how fast-food restaurants increas-
ingly expansive turn to AI tools for ordering, 
delivery, and communications are likely to 
have profound practical but otherwise unno-
ticeable effects on the Black community: 
namely, as the loss of a rare source of em-
ployment for teenagers. Lawrence’s own 
first job was at a Chicago McDonald’s at age 

AI because “there is a lot of non-academic 
writing that does little more than scratch the 
surface” of the topic (152).  
16 Lawrence, Calvin D. Hidden in White 
Sight: How AI Empowers and Deepens Sys-
temic Racism. (Boca Raton, Florida: CRC 
Press, 2023), xi.  
17 Lawrence, Calvin D. Hidden in White 
Sight, 26. 
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15 and, he explains, “There were only three 
ways in my neighborhood by which you 
could keep a young Black youth out of the 
streets: church, sports, or a McDonald’s 
job.”18 With the loss of McDonald’s jobs 
due to the efficiencies of AI, one of those 
three options is beginning to fade away.  
  
Lawrence points out that, indeed, AI affects 
our politics and our culture and our philoso-
phy, but it does so in fundamentally unequal 
ways. As one of many examples, he explains 
that “many inner-city Blacks are employed 
in jobs that involve a single repetitive task 
and […] [h]istory tells us that when overall 
job loss occurs, communities of color suffer 
the brunt of the loss.”19 In other words, AI 
threatens jobs, but it does so unequally. Sim-
ilarly, things as seemingly politically neutral 
as electric vehicle adoption and autonomous 
driving are suffused with racial inequity: 
charging stations are rarely located in com-
munities of color,20 and, shockingly, since 
autonomous vehicles’ AI systems are much 
less frequently “trained” on individuals with 
darker complexions and are thus less able to 
recognize them as humans, “you may be 
more likely to get struck down by an auton-
omous vehicle than your white counter-
parts.”21 (If you’ve ever wondered why you 
or a non-white colleague doesn’t show up 
clearly on Zoom or Skype or FaceTime, it’s 
for a similar reason: insufficiently trained on 
non-white complexions, the AI system fails 
to distinguish these faces as faces.)  

 
18 Lawrence, Calvin D. Hidden in White 
Sight, 106. 
19 Lawrence, Calvin D. Hidden in White 
Sight, 110-11. 
20 Lawrence, Calvin D. Hidden in White 
Sight, 112. 
21 Lawrence, Calvin D. Hidden in White 
Sight, 115.  
22 Lawrence, Calvin D. Hidden in White 
Sight, 160. 

  
As unnerving as these examples are, what is 
ultimately most surprising, and most reveal-
ing, about Lawrence’s text are the frequent 
recognitions and acknowledgments that he 
himself — a self-described social-justice 
oriented Black man — has, in his “day job” 
as a coder and engineer, been responsible for 
many of the biases that people like him ex-
perience. For example, at one point he de-
scribes how “some years ago, I was on a 
team that developed and deployed code with 
the Miami Dade Police department. Not 
once did I stop to say, ‘Are these cops going 
to use this code to discriminate against Black 
citizens?’”22 
  
Indeed, this is perhaps both the value and the 
detriment of Lawrence’s text: his insider’s 
enthusiasm for the technology is evident and 
manifest, which often leads to (not always 
self-conscious) contradictions. Take, as an 
instance, his discussion of facial recognition 
software: on the one hand, Lawrence is opti-
mistic about its uses for positive applications 
like Disney World using it for “helping par-
ents find lost children” or, vexingly, law en-
forcement’s using it to identify and locate 
the Boston Marathon bombers;23 on the 
other hand, however, he also points out that 
the technology could be used by those same 
institutions to create “watch lists for keeping 
out people who might be considered 

23 Lawrence, Calvin D. Hidden in White 
Sight, 69. His pointing to the Boston Mara-
thon bombing as a positive example of AI 
use is particularly vexing in how he ne-
glects to recognize, even a decade later, that 
the technology led to a variety of harmful 
false accusations. (See for example 
https://theweek.com/articles/465307/4-in-
nocent-people-wrongly-accused-being-bos-
ton-marathon-bombing-suspects.)  



undesirables.”24 In another instance of a 
fraught application of AI, Lawrence de-
scribes the emerging technology of “insur-
ance trackers” used by car insurance compa-
nies to monitor driving behaviors: good driv-
ers can be rewarded with up to 40% off their 
insurance premiums by avoiding things like 
hard braking or hard acceleration, speeding, 
and phone usage while driving — all good 
things that make roads safer. However, at the 
same time, other less-desirable elements in-
evitably creep in: another way insurance 
companies can assess your risk factors (and 
premium rates) is to monitor “whether you 
frequent a minority neighborhood” or other 
driving behaviors that empower potentially 
discriminatory pricing policies.25 These con-
tradictions of AI are recognized throughout 
Lawrence’s text without, however, ever be-
ing satisfyingly reconciled. 
 Ultimately, it is in this space of con-
tradictions where Lawrence’s and Coeckel-
bergh’s text come into a kind of powerful 
alignment and make, together, a single point 
about the central problem of AI: its priorities 
are not the priorities of democracy, or free-
dom, or social justice, or racial equality. 
Early in his text, Lawrence admits that “even 
I, a Black senior technologist, have, at times, 
overlooked social consciousness for profit, 
without even knowing that I was doing 
so.”26 Lawrence’s admission resonates with 
Coeckelbergh’s invocation of Hannah Ar-
endt’s notion of the “banality of evil,” when 
he points out that “it is highly likely that a 
particular team of developers and data scien-
tists do not intend to increase bias in society. 
But by doing their job within a larger corpo-
ration or governmental organization, they 

 
24 Lawrence, Calvin D. Hidden in White 
Sight, 69.  
25 Lawrence, Calvin D. Hidden in White 
Sight, 116. 
26 Lawrence, Calvin D. Hidden in White 
Sight, 23.  

might do exactly that.”27 Even in the absence 
of intentionally evil actors, evil systems can 
and do emerge.  
  
Behind this perspective is the idea, present 
in both Lawrence and Coeckelbergh, that 
even though the technology of AI is new, the 
logic of AI is not — indeed, this logic is very 
old and very familiar. In a particularly lucid 
metaphor, Lawrence compares the impact of 
AI to the legacy of Jim Crow:  

The segregation of every 
fountain, pool, bus, and train 
didn’t start with Jim Crow; it 
was only legalized by Jim 
Crow. Jim Crow eventually 
converted virtually every 
person into a racial categori-
zation expert and screening 
specialist to comply with reg-
ulations. It made them law-
abiding citizens in a literal 
sense. Many entities, both 
public and private, were re-
quired by law or social con-
vention to classify and screen 
according to Jim Crow legis-
lation.28 

Lawrence’s point here is that the mere logic 
of Jim Crow required that everyone see their 
interactions with others through the lens of 
race; the mere presence of Jim Crow laws 
and culture made everyone understand the 
world in a “race-essentialist” way — 
whether you, individually, cared about race 
or not, the logic of Jim Crow required you to 
do so (even if only in deliberate defiance of 
those laws). Both Lawrence and Coeckel-
bergh recognize that AI is working a similar 

27 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 90. 
28 Lawrence, Calvin D. Hidden in White 
Sight, 82. 
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kind of transformation of society, only now 
instead of race essentialism, we have, as it 
were, data essentialism.  
  
When Lawrence argues that AI bias can be 
uncovered and undone by “ensur[ing] that I 
have representative data in my training 
model,”29 what he necessarily assumes is 
that there is such a thing as “representative 
data.” In other words, it assumes that we are 
all of us, at heart, no more than the data that 
can be mined from us. Or, as Coeckelbergh 
frames it, “It is not just that others or AI al-
gorithms make us into data. Through our 
performances with the technology, we also 
make ourselves into data as we technoper-
formatively constitute our selves on social 
media and elsewhere.”30 Just as under Jim 
Crow’s reign we must see others and our-
selves as primarily constituted by our race, 
under AI’s new prominence, we must see 
ourselves as now primarily constituted by 
our data. Our identities are reduced to our 
expressible data sets: we become, as Coeck-
elbergh calls it, the “quantified self.31 
 This, finally, exposes the inescapable 
(and old) logic of AI, as both Coeckelbergh 
and Lawrence see it: not the logic of democ-
racy or fairness or equity, but the inevitable 
and all-consuming logic of capitalism. “The 
real problem,” writes Coeckelbergh, “is that 
AI and robotics are used within a capitalist 
system, which uses these technologies not 
for the emancipation of the people, but for 
the sole benefit of making capitalists even 
richer than they already are.”32 “It should be 
pointed out,” Coeckelbergh further explains, 

 
29 Lawrence, Calvin D. Hidden in White 
Sight, 162. 
30 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 120. 
31 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 114. 
32 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 49. 

that making ourselves into data “is incredi-
bly useful to companies whose business 
model it is to monetize our data, such as Fa-
cebook.” Whether we want to or not “we 
work for these companies” simply by exist-
ing as generators of data about ourselves.33 
Lawrence’s insider perspective is powerful 
here, when he points out that the conflict is 
not between different notions of bias or jus-
tice, but rather between achieving those ends 
or realizing a profit. “There could be many 
reasons that account for this corporate hesi-
tancy when it comes to trying to tackle the 
AI bias issue,” he writes. “Maybe the most 
striking one is that AI has become a cash 
cow for many organizations,” and, “[o]ft-
times, an action that leads to profit creation 
may be at odds with the organization’s 
choice to act ethically.”34 Lawrence’s point, 
as is Coeckelbergh’s, is that until there is a 
profit-motive to undo the biases of AI, it will 
remain biased. 
  
It will remain biased because, by prioritizing 
profit, AI rewards, above all else, speed. In a 
stunning admission, Lawrence points out 
that unbiasing AI and its algorithms isn’t ac-
tually that hard. “Technologically,” he 
writes, “this isn’t a difficult task to do as 
there are tons of tools available in the indus-
try that will help one accomplish this — 
what makes it extremely difficult is that it re-
quires one to stop what they are doing to do 
it.”35 Currently, there is no reward — finan-
cial, economic, or otherwise — in a capital-
ist system to slow things down merely in the 
name of justice, democracy, or freedom. As 

33 Coeckelbergh, Mark. The Political Phi-
losophy of AI, 120. 
34 Lawrence, Calvin D. Hidden in White 
Sight, 172. 
35 Lawrence, Calvin D. Hidden in White 
Sight, 156. Emphasis added.  



Lawrence suggests, we know pretty well 
what justice is, but when it comes to AI, it 
just doesn’t pay. The moment one company 
slows down to think through its biased algo-
rithms, they will have been replaced by an-
other, faster company that didn’t. 
  
In The Case against Perfection — another 
book that worried about the sudden progress 
of certain technologies (in this case, genetic 
engineering) — the philosopher Michael 
Sandel wrote that in times of rapid change 
we often struggle to understand how we feel 
about the technology because our moral vo-
cabulary itself struggles to keep up: “When 
science moves faster than moral understand-
ing, as it does today, men and women strug-
gle to articulate their unease” because the 
current moral vocabularies available are in-
adequate to the task.36 Both Coeckelbergh’s 
and Lawrence’s new books demonstrate, I 
think, that this difficulty of articulating our 
unease also appears in the new and emerging 
world of AI. To a far more powerful extent, 
however, they also demonstrate that while 
our moral (and political, and social) vocabu-
laries may fail to keep up, our business and 
capitalistic vocabularies do not. Both these 
books offer fair warning about what might 
happen — and what is already happening — 
when we have only the language of capital-
ism with which to talk about AI, and provide 
an excellent start toward building out the 
necessary new vocabulary that we might 
start using to center other values.  
 
 

 
36 Sandel, Michael J. The Case against Per-
fection: Ethics in the Age of Genetic 

Engineering. (Cambridge, Massachusetts: 
Belknap Press, 2007), 9.  
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