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Chapter 1

Introduction

1.1 Historical Development of the Differential Analyzer

In the early 19th century when ‘Calculating Machines’ started to influence the way calculations were done, one branch of Mathematics that was developed by these machines was Differential Equations (DEs). During those years there were many physical systems modelled by DEs that fascinated scientists, in mathematics, physics, engineering, chemistry, biology, economics, etc. Established analytical methods were employed to solve several of these equations, but as more complicated equations were considered, analytical solution methods were in some cases non-existent at that time. For these equations, they used tedious numerical methods because the use of computers to solve DEs had limitations. These numerical solution methods gave approximate solutions to the DE, hence the search for better solution methods led to the breakthrough ‘Differential Analyzer’. The idea was first conceived by Lord Kelvin in 1876, when he gave a description of how the integrators, constructed by his brother James Thomson, could be connected together to solve certain types of ordinary differential equation.

In 1931, 55 years after the work of Lord Kelvin, Dr Vannevar Bush at the Massachusetts Institute of Technology (MIT) constructed a machine and called it a ‘Differential Analyzer’. It was the first machine designed to solve differential equations. In 1934 at Manchester University, Dr. Douglas Hartree and his student Arthur Porter were seeking for ways to solve the differential equations they were working on. On seeing the work Dr Vannevar Bush
was doing, Dr. Hartree and Arthur Porter built a machine similar to Bush’s Figure 1.1. They used Mecanno components; only for the integrator disc did they use glass. Several differential analyzers were built afterwards, at University of Cambridge by J.E. Lennard-Jones in 1935 and at University of Toronto in the early 1950s.

Lord Kelvin used the Planimeter (a machine that shares similarity with the differential analyzer) built by his brother to predict sea tides. Several years later, Dr. Vannevar Bush used the ‘differential analyzer’ in his work on differential equations related to electric power networks. Dr. Douglas Hartree, a physicist and an expert in numerical methods of computation, used the differential analyzer to solve differential equations occurring in Atomic Theory. Perhaps the most prominent application of the differential analyzer was during the Second World War to calculate ‘war related equations’ in USA, UK, Britian and Germany. For instance, the British used it to calculate the ballistic trajectory of the German V2 rockets. It however declined in popularity after the war.

Dr. Bonita A. Lawrence, after seeing a model of the differential analyzer in a London museum with Dr. Clayton Brooks, conceived the idea of building one herself for the purpose of using it to teach differential equations to her students at Marshall University. Together
with her team, comprised of Richard Merritt and Saeed Keshavarzian and advice from Tim Robinson, they started working on building a Differential Analyzer. First they built a two-integrator machine they called ‘Lizzie’. Following the success of Lizzie, they started working on a four-integrator differential analyzer in May 2007 and by March 13, 2008, Marshall University had a working four-integrator machine Figure 1.2. Presently in her D.A lab, there are three Differential Analyzers. The third is a two - integrator differential analyzer, a re-design of Lizzie for classroom use, which some of her students named ‘D.A. Vinci’. Dr. Lawrence has taken ‘Lizzie’ and ‘D.A. Vinci’ to several conferences in the US and in Europe.

It is to be noted that the differential analyzer can only evaluate differential equations for which initial conditions are known.

1.2 Construction of the Machine

A differential analyzer consists of several shafts and gears interconnected to solve a particular differential equation. On a chosen scale, the rotation of each shaft represent the change of some quantity in the given equation. I will give a description of the four-integrator differential analyzer at Marshall University. This machine, called ‘Art’ in honour of Dr.
Arthur Porter, has four integrator units arranged parallel to one-another, one input/output table and one output table. On Art, torque amplification of the shaft from the integrating wheel is achieved with two polarized circular disc arranged in such a way that their rotations control the amount of light from a light emitting diode (LED). This signal is sent to the Motorvator (a microprocessor) and determines how much voltage is sent to an electric motor. Since this is connected to the shaft from the integrator wheel, the torque on this shaft is amplified and it can then turn the cross shafts. This process of torque amplification also make use of an H-bridge to allow for bidirectional motion.

A continuously variable gear can act as an integrating mechanism. So, if a shaft B is driven by a shaft A at a gear ratio $n : 1$ (that is B makes $n$ turns for one turn of A), and if the rotation of the driving shaft A is represented by $dx$, the corresponding rotation of the driven shaft B is $ndx$. Since the shafts are arranged so that the gear ratio $n$ is changing while the driving shaft rotates, the total rotation of B is the sum of the contributions $ndx$ which is $\int n\,dx$ \[4\].
1.3 Principle of Integration on ‘Art’

On Art, the integrator unit is comprised of a vertical wheel that can rotate on an horizontal axis and a horizontal disc which can rotate about a vertical axis through its centre supported in a movable carriage Figure 1.3. The wheel rests on the disc and the distance of the point of contact of the wheel on the disc from the centre of the disc can be varied. Suppose the point of contact of the wheel and disc is a distance \(y\) from the centre of the disc, measured in inches. If the disc rotates through a small fraction of a turn \(dx\), the wheel will rotate through \(\frac{y' dx'}{a}\), where \(a\) is the radius of the wheel, provided there is no slippage in the plane of the wheel. Now, suppose we fix \(y' = 2a\) and allow the rod that turns the disc to make 1 turn then the integrator wheel makes \(\frac{2a \times 1}{a} = 2\) turns. When we allow \(y'\) to constantly vary the total rotation of the integrator wheel is

\[
\int \frac{y' dx'}{a}\text{ turns.} \tag{1.3.1}
\]

On each integrator unit there are three shafts:

- The motion of the first shaft causes the disc to rotate. These rotations represent the changes in the variable of integration.

- The motion of the second shaft turns the displacement lead screw and these rotations represent the integrand.

- The third shaft is driven by the integrator wheel, through the torque amplifier, and its rotation represent the integral.

Our interest then is to rewrite the expression for the rotation of the integrator wheel (1.3.1) in terms of the rotations of the three integrator shafts. To do this let \(y\) be the number of turns of the integrand shaft required to produce a linear displacement \(y'\) of the wheel from the centre of the disc; \(y'\) changes as the displacement lead screw turns and moves the
carriage that holds the disk, so the mathematical relation between \( y \) and \( y' \) is given by

\[
y = \frac{y'}{P}, \quad (1.3.2)
\]

where \( P \) is the pitch of the displacement screw, the axial distance between the threads. To achieve a displacement of 1 inch, the displacement of our Whitworth type screw makes 32 turns so that \( P = \frac{1}{32} \text{ inches/turns} \). For instance, 1 inch displacement from the position of the wheel on the disc is acheived by 32 turns of the displacement lead screw.

On Art there is a reduction gear between the shaft representing the variable of integration and the disc axle. We call this reduction constant \( K \), which is \( \frac{2}{5} \) on Art. So if we let \( x \) be the number of turns of the shaft required to produce \( x' \) turns of the disc, then the mathematical relation between \( x \) and \( x' \) is given by

\[
x = \frac{x'}{K}. \quad (1.3.3)
\]

Making substitution for \( x' \) and \( y' \) in (1.3.1) and using (1.3.2) and (1.3.3), we obtain the rotation of the output shaft from an integrator unit as

\[
\frac{KP}{a} \int y \, dx. \quad (1.3.4)
\]

The term \( \frac{a}{KP} \) is called the 'integrator constant'.

\[
\frac{a}{KP} = \frac{\left(\frac{15}{16}\text{ inches}\right)}{\left(\frac{2}{5}\text{ turns}\right)\left(\frac{1}{32}\text{ inches/turns}\right)} = 75, \quad (1.3.5)
\]

so that the rotations of the output shaft is

\[
\frac{1}{75} \int y \, dx. \quad (1.3.6)
\]

Our goal is to describe the solutions of certain types of dynamic equations on a closed connected set called a time scale. We will also describe the solutions of these dynamic equations on a union(s) of connected sets (time scales with jumps). The Marshall Differ-
ential Analyzer ‘Art’ will be used to solve these equations on a given connected set and on a union(s) of connected sets. In the case when our equations are on union(s) of connected sets, we only need the initial condition that gives us the starting point of our solution. The starting point after each jump will be given by Art and the use of ‘The Simple Useful Formula’. First, we start by reviewing basic results about time scales calculus.
Chapter 2

Time Scales Calculus

2.1 Basic Definitions

Time scales calculus was initiated in 1988 by Stefan Hilger. It bridges the gap between continuous and discrete analysis and expands on both theories [2]. Differential equations are defined on an interval of the set of real numbers while difference equations are defined on discrete sets. However, some physical systems are modelled by what is called dynamic equations because they are either differential equations, difference equations or a combination of both. This means that dynamic equations are defined on connected, discrete or combination of both types of sets. Hence, time scales calculus provides a generalization of differential and difference analysis. The following introductory material can be found in [2] where complete proofs are provided.

Definition 1. A time scale is an arbitrary non-empty closed subset of the real numbers.

Example 1. Examples of time scales include:

- The real numbers $\mathbb{R}$
- The integers $\mathbb{Z}$
- The natural numbers $\mathbb{N}$
- The non-negative integers $\mathbb{N}_0$
Other examples of time scales are

- $[0, 1]$
- $[0, 1] \cup [2, 3]$
- the Cantor set.

Non examples of time scales include the set of rational numbers $\mathbb{Q}$, complex numbers $\mathbb{C}$, and the open interval from 0 to 1 $(0, 1)$. We denote a general time scales as $\mathbb{T}$. We are concerned with classifying points in a time scales. To do this, we need operators that moves us forward or backward, enabling us to jump over the gaps (if there are any) in our time scale $\mathbb{T}$. Specifically, we are often concerned with moving to the next point or previous point in the time scale $\mathbb{T}$. Hence we have the definition below.

**Definition 2.** Let $\mathbb{T}$ be a time scale. For $t \in \mathbb{T}$, we define the forward jump operator $\sigma : \mathbb{T} \to \mathbb{T}$ by

$$\sigma(t) := \inf\{s \in \mathbb{T} : s > t \},$$

while the backward jump operator $\rho : \mathbb{T} \to \mathbb{T}$ by

$$\rho(t) := \sup\{s \in \mathbb{T} : s < t \}.$$

The forward jump operator gives you the ‘next’ point in your time scale. In some cases, $\sigma(t) = t$; this occurs when $t$ is in an interval or when $t = \sup \mathbb{T}$. On the other hand, the backward jump operator gives you the ‘previous’ point in your time scale. In some cases, $\rho(t) = t$; this happens when $t$ is in an interval or when $t = \inf \mathbb{T}$.

We use jump operators to classify points in the time scale. The points are either dense in the set or have measurable gaps (jumps) between them. If a point $t$ has a jump after it, that is $\sigma(t) > t$, we define the point $t$ as *right-scattered*. Similarly, if that point $t$ has a jump before it, that is $\rho(t) < t$, we define the point $t$ as *left-scattered*. Points that are both left and right scattered are called *isolated*. In contrast, if there is no discernable jump between a point $t$ and the next point to $t$ in $\mathbb{T}$, then $\sigma(t) = t$, and we call $t$ *right-dense*. 
Likewise, if there is no discernable jump between a point \( t \) and the previous point to \( t \) in \( \mathbb{T} \) then \( \rho(t) = t \), and we call \( t \) left-dense. Points that are right-dense and left-dense at the same time are called dense.

For a discrete set of points, we define the change in position between consecutive points as \( \mu(t) := \sigma(t) - t \) and we call \( \mu(t) \) the graininess function. Note that the value of \( \mu(t) \) will always be in the interval \([0, \infty)\). The graininess function in a connected interval is also defined as \( \mu(t) := \sigma(t) - t \) but always equal 0.

In order to proceed to the concept of differentiation and integration on a time scale, we shall define the set \( \mathbb{T}^k \), derived from the time scale \( \mathbb{T} \) as follows: If \( \mathbb{T} \) has a left-scattered maximum \( m \), then \( \mathbb{T}^k = \mathbb{T} \setminus \{m\} \). Else, \( \mathbb{T}^k = \mathbb{T} \). In general,

\[
\mathbb{T}^k := \begin{cases} 
\mathbb{T} \setminus (\rho(\sup \mathbb{T}), \sup \mathbb{T}) & \text{if } \sup \mathbb{T} < \infty \\
\mathbb{T} & \text{if } \sup \mathbb{T} = \infty.
\end{cases}
\]

Lastly, if \( f : \mathbb{T} \to \mathbb{R} \) is a function, then we define the function \( f^\sigma : \mathbb{T} \to \mathbb{R} \) by

\[
f^\sigma(t) = f(\sigma(t)) \quad \forall \ t \in \mathbb{T}.
\]

**Example 2.** If we consider the time scales \( \mathbb{T} = \mathbb{R} \) and \( \mathbb{T} = \mathbb{Z} \) and classify their points using the jump operators, we have the following.

(i) If \( \mathbb{T} = \mathbb{R} \), then we have for any \( t \in \mathbb{R} \)

\[
\sigma(t) = \inf\{s \in \mathbb{R} : s > t\} = \inf(t, \infty) = t
\]

Similarly \( \rho(t) = t \). Hence every point \( t \in \mathbb{R} \) is dense. The graininess function \( \mu \) turns out to be

\[
\mu(t) = \sigma(t) - t = t - t = 0 \quad \text{for all } t \in \mathbb{T}.
\]

(ii) If \( \mathbb{T} = \mathbb{Z} \), then we have for any \( t \in \mathbb{Z} \)

\[
\sigma(t) = \inf\{s \in \mathbb{Z} : s > t\} = \inf(t + 1, t + 2, t + 3, \ldots) = t + 1
\]
and similarly $\rho(t) = t - 1$. Hence every point $t \in \mathbb{Z}$ is isolated. The graininess function $\mu$ in this case is

$$\mu(t) = \sigma(t) - t = t + 1 - t = 1 \text{ for all } t \in \mathbb{T}.$$ 

### 2.2 Differentiation

For $f : \mathbb{T} \to \mathbb{R}$ be a function, we define the delta or Hilger derivative of $f$ at a point $t \in \mathbb{T}^k$ as follows:

**Definition 3.** (Bohner and Peterson [2]) Assume $f : \mathbb{T} \to \mathbb{R}$ is a function and let $t \in \mathbb{T}^k$. Then we define $f^\Delta(t)$ to be the number (provided it exists) with the property that given any $\epsilon > 0$, there is a neighborhood $U$ of $t$ (i.e., $U = (t - \delta, t + \delta) \cap \mathbb{T}$ for some $\delta > 0$) such that

$$ |[f(\sigma(t)) - f(s)] - f^\Delta(t)[\sigma(t) - s]| \leq \epsilon |\sigma(t) - s| \text{ for all } s \in U$$

We call $f^\Delta(t)$ the delta or Hilger derivative of $f$ at $t$.

The following theorem provides some useful characterizations of delta differentiable functions.

**Theorem 3.** (Bohner and Peterson [2]) Assume $f : \mathbb{T} \to \mathbb{R}$ be a function and $t \in \mathbb{T}^k$. Then we have the following:

1. If $f$ is differentiable at $t$, then $f$ is continuous at $t$.

2. If $f$ is continuous at $t$ and $t$ is right-scattered, then $f$ is differentiable at $t$ with

$$f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\mu(t)}.$$

3. If $t$ is right-dense, then $f$ is differentiable at $t$ if and only if the limit

$$\lim_{s \to t} \frac{f(t) - f(s)}{t - s}$$
exists as a finite number. In this case

\[ f^\Delta(t) = \lim_{s \to t} \frac{f(t) - f(s)}{t - s}. \]

4. If \( f \) is differentiable at \( t \), then

\[ f(\sigma(t)) = f(t) + \mu(t)f^\Delta(t). \]

Which is usually called the ‘Simple Useful Formula’.

The following theorem establishes the linearity of the delta derivative, as well as the product and quotient rules for delta differentiation.

**Theorem 4.** (Bohner and Peterson [2]) Assume \( f, g : \mathbb{T} \to \mathbb{R} \) is differentiable at \( t \in \mathbb{T}^k \).

Then:

1. The sum \( f + g : \mathbb{T} \to \mathbb{R} \) is differentiable at \( t \) with

\[ (f + g)^\Delta(t) = f^\Delta(t) + g^\Delta(t). \]

2. For any constant \( \alpha, \alpha f : \mathbb{T} \to \mathbb{R} \) is differentiable at \( t \) with

\[ (\alpha f)^\Delta(t) = \alpha f^\Delta(t). \]

3. The product \( fg : \mathbb{T} \to \mathbb{R} \) is differentiable at \( t \) with

\[ (fg)^\Delta(t) = f^\Delta(t)g(t) + f(\sigma(t))g^\Delta(t) = f(t)g^\Delta(t) + f^\Delta(t)g(\sigma(t)). \]

4. If \( f(t)f(\sigma(t)) \neq 0 \), then \( \frac{1}{f} \) is differentiable at \( t \) with

\[ \left( \frac{1}{f} \right)^\Delta(t) = -\frac{f^\Delta(t)}{f(t)f(\sigma(t))}. \]
5. If \( g(t)g(\sigma(t)) \neq 0 \), then \( \frac{f}{g} \) is differentiable at \( t \) and

\[
\left( \frac{f}{g} \right)^\Delta(t) = \frac{f^\Delta(t)g(t) - f(t)g^\Delta(t)}{g(t)g(\sigma(t))}.
\]

If we consider functions of the form, \( f(t) = (t - \alpha)^m \), and \( g(t) = \frac{1}{(t-\alpha)^m} \) for example, we define their delta derivatives as follows.

**Theorem 5.** (Bohner and Peterson \[2\]) Let \( \alpha \) be constant and \( m \in \mathbb{N} \).

1. For \( f \) defined by \( f(t) = (t - \alpha)^m \) we have

   \[
   f^\Delta(t) = \sum_{v=0}^{m-1} (\sigma(t) - \alpha)^v(t - \alpha)^{m-1-v}.
   \]

2. For \( g \) defined by \( g(t) = \frac{1}{(t-\alpha)^m} \) we have

   \[
   g^\Delta(t) = -\sum_{v=0}^{m-1} \frac{1}{(\sigma(t) - \alpha)^{m-v}(t - \alpha)^{v+1}},
   \]

   provided \( (t - \alpha)(\sigma(t) - \alpha) \neq 0 \).

Having described what it means for a function to be differentiable at a point \( t \) in \( \mathbb{T} \), we are ready to describe the concept of integration.

### 2.3 Integration

In this section, we will describe classes of functions that are ‘integrable’. We begin with the following definitions.

**Definition 4.** (Bohner and Peterson \[2\]) A function \( f : \mathbb{T} \to \mathbb{R} \) is called regulated provided its right-sided limits exist (finite) at all right-dense points in \( \mathbb{T} \) and its left-sided limits exist (finite) at all left-dense points in \( \mathbb{T} \).

**Definition 5.** (Bohner and Peterson \[2\]) A function \( f : \mathbb{T} \to \mathbb{R} \) is called rd-continuous provided it is continuous at each right-dense point in \( \mathbb{T} \) and its left-sided limits exist (finite)
at all left-dense points in \( T \). The set of rd-continuous functions \( f : T \rightarrow \mathbb{R} \) is denoted by

\[
C_{rd} = C_{rd}(T) = C_{rd}(T, \mathbb{R}).
\]

Now we have the following theorem that describes the relationship between continuous, rd-continuous and regulated functions, \( f \), defined on a time scale, \( T \).

**Theorem 6.** (Bohner and Peterson [2]) Assume \( f : T \rightarrow \mathbb{R} \).

1. If \( f \) is continuous, then \( f \) is rd-continuous.
2. If \( f \) is rd-continuous, then \( f \) is regulated.
3. The jump operator \( \sigma \) is rd-continuous.
4. If \( f \) is regulated or rd-continuous, then so is \( f^\sigma \).
5. Assume \( f \) is continuous. If \( g : T \rightarrow \mathbb{R} \) is regulated or rd-continuous, then \( f \circ g \) has that property too.

Next we will define pre-differentiable functions with regions of differentiation \( D \).

**Definition 6.** (Bohner and Peterson [2]) A continuous function \( f : T \rightarrow \mathbb{R} \) is called pre-differentiable with (region of differentiation) \( D \), provided \( D \subset T^\kappa \), \( T^\kappa \setminus D \) is countable and contains no right-scattered elements of \( T \), and \( f \) is differentiable at each \( t \in D \).

Now if we have a pre-differentiable function, the next theorem states that it is the pre-antiderivatives of some regulated function \( f \).

**Theorem 7.** (Bohner and Peterson [2]) Let \( f \) be regulated. Then there exists a function \( F \) which is pre-differentiable with region of differentiation \( D \) such that

\[
F^\Delta(t) = f(t) \quad \text{holds for all } t \in D.
\]

Utilizing the pre-antiderivative of a regulated function \( f \) we define the anti-derivative of \( f \).
Definition 7. (Bohner and Peterson [2]) Assume \( f : \mathbb{T} \to \mathbb{R} \) is a regulated function. Any function \( F \) as in Theorem 7 is called a pre-antiderivative of \( f \). We define the indefinite integral of a regulated function \( f \) by
\[
\int f(t) \Delta t = F(t) + C,
\]
where \( C \) is an arbitrary constant and \( F \) is a pre-antiderivative of \( f \). We define the Cauchy integral by
\[
\int_r^s f(t) \Delta t = F(s) - F(r) \quad \text{for all} \quad r, s \in \mathbb{T}.
\]
A function \( F : \mathbb{T} \to \mathbb{R} \) is called an antiderivative of \( f : \mathbb{T} \to \mathbb{R} \) provided
\[
F^\Delta(t) = f(t) \quad \text{holds for all} \quad t \in \mathbb{T}^k.
\]

Next we have a theorem that offers a condition that insures the existence of an antiderivative for a function \( f \).

Theorem 8. (Bohner and Peterson [2]) Every rd-continuous function has an antiderivative. In particular if \( t_0 \in \mathbb{T} \), then \( F \) defined by
\[
F(t) = \int_{t_0}^t f(\tau) \Delta \tau \quad \text{for} \quad t \in \mathbb{T}
\]
is an antiderivative of \( f \).

Theorem 9. (Bohner and Peterson [2]) if \( f \in C_{rd} \) and \( t \in \mathbb{T}^\kappa \), then
\[
\int_t^{\sigma(t)} f(\tau) \Delta \tau = \mu(t) f(t).
\]

The following theorem offers us properties of the antiderivative.

Theorem 10. (Bohner and Peterson [2]) If \( a, b, c \in \mathbb{T} \), \( \alpha \in \mathbb{R} \), and \( f, g \in C_{rd} \), then
1. \( \int_a^b [f(t) + g(t)] \Delta t = \int_a^b f(t) \Delta t + \int_a^b g(t) \Delta t; \)
2. \( \int_a^b (\alpha f(t)) \Delta t = \alpha \int_a^b f(t) \Delta t; \)
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3. \( \int_a^b f(t) \Delta t = -\int_b^a f(t) \Delta t \);

4. \( \int_a^b f(t) \Delta t = \int_a^c f(t) \Delta t + \int_c^b f(t) \Delta t \);

5. \( \int_a^b f(\sigma(t))g^\triangle(t) \Delta t = (fg)(b) - (fg)(a) - \int_a^b f^\triangle(t)g(t) \Delta t \);

6. \( \int_a^b f(t)g^\triangle(t) \Delta t = (fg)(b) - (fg)(a) - \int_a^b f^\triangle(t)g(\sigma(t)) \Delta t \);

7. \( \int_a^a f(t) \Delta t = 0 \);

8. If \( |f(t)| \leq g(t) \) on \([a, b]\), then \( |\int_a^b f(t) \Delta t| \leq \int_a^b g(t) \Delta t \);

9. If \( f(t) > 0 \) for all \( a < t < b \), then \( \int_a^b f(t) \Delta t > 0 \)

The following theorem that gives us the antiderivative on some particular time scales.

**Theorem 11.** (Bohner and Peterson [2]) Let \( a, b \in \mathbb{T} \) and \( f \in C_{rd} \)

1. If \( \mathbb{T} = \mathbb{R} \), then

\[
\int_a^b f(t) \Delta t = \int_a^b f(t) dt,
\]

where the integral on the right is the usual Riemann integral from calculus.

2. If \([a, b] := \{t \in \mathbb{T} : a \leq t \leq b\}\) consists of only isolated points, then

\[
\int_a^b f(t) \Delta t = \begin{cases} 
\sum_{t \in [a, b]} \mu(t)f(t) & \text{if } a < b \\
0 & \text{if } a = b \\
-\sum_{t \in [b, a]} \mu(t)f(t) & \text{if } a > b 
\end{cases}
\]

3. If \( \mathbb{T} = h\mathbb{Z} = \{hk : k \in \mathbb{Z}\} \), where \( h > 0 \), then

\[
\int_a^b f(t) \Delta t = \begin{cases} 
\sum_{k=\frac{a}{h}}^{\frac{b}{h}-1} f(kh)h & \text{if } a < b \\
0 & \text{if } a = b \\
-\sum_{k=\frac{b}{h}}^{\frac{a}{h}-1} f(kh)h & \text{if } a > b 
\end{cases}
\]
4. If $\mathbb{T} = \mathbb{Z}$, then

$$
\int_a^b f(t) \triangle t = \begin{cases} 
\sum_{t=a}^{b-1} f(t) & \text{if } a < b \\
0 & \text{if } a = b \\
-\sum_{t=b}^{a-1} f(t) & \text{if } a > b
\end{cases}
$$

The improper integral is defined as follows:

**Definition 8.** (Bohner and Peterson [2]) If $a \in \mathbb{T}$, $\sup \mathbb{T} = \infty$, and $f$ is rd-continuous on $[a, \infty)$, then we define the improper integral by

$$
\int_a^\infty f(t) \triangle t = \lim_{b \to \infty} \int_a^b f(t) \triangle t
$$

provided this limit exists, and we say that the improper integral converges in this case. If this limit does not exist, then we say that the improper integral diverges.

The chain rule has two forms in time scales calculus. Both are stated in the following theorems. The second is due to Christian Pötzsche, who derived it in 1998.

**Theorem 12.** (Bohner and Peterson [2]) Assume $g : \mathbb{R} \to \mathbb{R}$ is continuous, $g : \mathbb{T} \to \mathbb{R}$ is delta differentiable on $\mathbb{T}^\kappa$, and $f : \mathbb{R} \to \mathbb{R}$ is continuously differentiable. Then there exists $c$ in the real interval $[t, \sigma(t)]$ with

$$
(f \circ g)^\Delta(t) = f'(g(c))g^\Delta(t). \quad (2.3.1)
$$

Where $f'$ is the usual derivative of $f$.

**Theorem 13.** (Bohner and Peterson [2]) Let $f : \mathbb{R} \to \mathbb{R}$ be continuously differentiable and suppose $g : \mathbb{T} \to \mathbb{R}$ is delta differentiable. Then $f \circ g : \mathbb{T} \to \mathbb{R}$ is delta differentiable and the formula

$$
(f \circ g)^\Delta(t) = \left\{ \int_0^1 f'(g(t) + h\mu(t)g^\Delta(t)) \, dh \right\} g^\Delta(t)
$$

holds.
2.4 First Order Linear Equation

We intend to describe the solutions of first order dynamic equations on some selected time scales. However, to do this we need to have a general form for a first order dynamic equation. We offer this in the next definition.

**Definition 9.** (Bohner and Peterson [2]) Suppose \( f : \mathbb{T} \times \mathbb{R}^2 \to \mathbb{R} \). Then the equation

\[
y^{\Delta} = f(t, y, y^\sigma)
\]

(2.4.1)

is called a first order dynamic equation, sometimes also a differential equation. If

\[
f(t, y, y^\sigma) = f_1(t)y + f_2(t) \text{ or } f(t, y, y^\sigma) = f_1(t)y^\sigma + f_2(t)
\]

for functions \( f_1 \) and \( f_2 \), then (2.4.1) is called a linear equation. A function \( y : \mathbb{T} \to \mathbb{R} \) is called a solution of 2.4.1 on \( \mathbb{T}^\kappa \) if

\[
y^{\Delta}(t) = f(t, y(t), y(\sigma(t))) \text{ is satisfied for all } t \in \mathbb{T}^\kappa.
\]

The general solution of (2.4.1) is defined to be the set of all solutions of (2.4.1). Given \( t_0 \in \mathbb{T} \) and \( y_0 \in \mathbb{R} \), the problem

\[
y^{\Delta} = f(t, y, y^\sigma), \quad y(t_0) = y_0
\]

is called an initial value problem (IVP) and a solution \( y \) of (2.4.1) with \( y(t_0) = y_0 \) is called a solution of this IVP.

In the next section, we will describe the solution of the first order dynamic equation

\[
y^{\Delta} = p(t)y(t) \quad \text{with} \quad y(t_0) = y_0.
\]

We shall call this solution the *exponential function*. First, we will define the components of the *Hilger Complex Plane*. 
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Definition 10. (Bohner and Peterson [2]) For $h > 0$ we define Hilger complex numbers, the Hilger real axis, the Hilger alternating axis, and the Hilger imaginary circle as

- $\mathbb{C}_h = \{ z \in \mathbb{C} : z \neq -\frac{1}{h} \}$,
- $\mathbb{R}_h = \{ z \in \mathbb{C}_h : z \in \mathbb{R} \text{ and } z > -\frac{1}{h} \}$,
- $\mathbb{A}_h = \{ z \in \mathbb{C}_h : z \in \mathbb{R} \text{ and } z < -\frac{1}{h} \}$,
- $\mathbb{I}_h = \{ z \in \mathbb{C}_h : |z + \frac{1}{h}| = \frac{1}{h} \}$,

respectively. For $h = 0$, let $\mathbb{C}_0 = \mathbb{C}$, $\mathbb{R}_0 = \mathbb{R}$, $\mathbb{I}_0 = i\mathbb{R}$, and $\mathbb{A}_0 = \emptyset$.

The cylinder transformation is used to describe the exponential function. It maps the Hilger complex numbers to the strip $\mathbb{Z}_h$ defined for $h > 0$ by

$$
\mathbb{Z}_h = \{ z \in \mathbb{C} : -\frac{\pi}{h} < \text{Im}(z) \leq \frac{\pi}{h} \}
$$

and for $h = 0$, $\mathbb{Z}_0 = \mathbb{C}$.

Definition 11. (Bohner and Peterson [2]) For $h > 0$, we define the cylinder transformation
\( \xi_h : \mathbb{C}_h \rightarrow \mathbb{Z}_h \) by

\[
\xi_h(z) = \frac{1}{h} \text{Log}(1 + zh),
\]

where Log is the principal logarithm function. We also define the inverse transformation by

\[
\xi_h^{-1}(z) = \frac{1}{h} (e^{zh} - 1)
\]

and for \( h = 0 \), we define \( \xi_0(z) = z \) for all \( z \) in \( \mathbb{C} \).

We shall define the generalized exponential function for functions classified as regressive.

Next, we present what it means for a function to be regressive.

**Definition 12.** (Bohner and Peterson [2]) We say that a function \( p : \mathbb{T} \rightarrow \mathbb{R} \) is regressive provided

\[
1 + \mu(t)p(t) \neq 0 \text{ for all } t \in \mathbb{T}^r
\]

holds. The set of all regressive and rd-continuous function \( f : \mathbb{T} \rightarrow \mathbb{R} \) will be denoted by
\[ \mathcal{R} = \mathcal{R}(\mathbb{T}) = \mathcal{R}(\mathbb{T}, \mathbb{R}). \]

**Definition 13.** (Bohner and Peterson [2]) If \( p \in \mathcal{R} \), then we define the exponential function by
\[
e_p(t, s) = \exp \left( \int_s^t \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right) \quad \text{for } s, t \in \mathbb{T} \tag{2.4.5}\]

**Lemma 14.** (Bohner and Peterson [2]) If \( p \in \mathcal{R} \), then the semigroup property
\[
e_p(t, r)e_p(r, s) = e_p(t, s) \quad \text{for all } r, s, t \in \mathbb{T} \tag{2.4.6}\]
is satisfied.

**Definition 14.** (Bohner and Peterson [2]) If \( p \in \mathcal{R} \), then the first order linear dynamic equation
\[ y^\Delta = p(t)y \tag{2.4.7} \]
is called regressive.

We are now ready for the theorem that describes the solution of the first order linear dynamic equation (2.4.7) on a time scale \( \mathbb{T} \). The proof, found in [2], is presented with more details to offer the reader a general structure of a proof on a time scale \( \mathbb{T} \).

**Theorem 15.** (Bohner and Peterson [2]) Suppose \( y^\Delta = p(t)y \) is regressive and fix \( t_0 \) in \( \mathbb{T} \). Then \( e_p(\cdot, t_0) \) is a solution of the initial value problem
\[
y^\Delta = p(t)y, \quad y(t_0) = 1 \quad \text{on } \mathbb{T}. \tag{2.4.8}\]

**Proof.** Fix \( t_0 \) and assume \( y^\Delta = p(t)y \) is regressive. First note that
\[
e_p(t_0, t_0) = 1. \tag{2.4.9}\]

It remains to show that \( e_p(t, t_0) \) satisfies the dynamic equation \( y^\Delta = p(t)y \). Fix \( t \in \mathbb{T}^\kappa \).

There are two cases:

Case 1. Assume \( \sigma(t) > t \), (\( t \) is right scattered).
For $s = t_0$, $e_p(t, s)$ is defined as $e_p(t, t_0) = \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right)$ for $t_0, t \in T$. Now using Lemma 14 and the inverse transformation (2.4.3), we obtain

$$e_p^{\triangle}(t, t_0) = \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right) - \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right)$$

$$= \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right) \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right) - \exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right)$$

$$= \frac{\exp \left( \int_{t_0}^{t} \xi_{\mu(\tau)}(p(\tau)) \Delta \tau \right) - 1}{\mu(t)} e_p(t, t_0)$$

$$= \frac{\exp((\sigma(t) - t) \xi_{\mu(t)}(p(t))) - 1}{\mu(t)} e_p(t, t_0)$$

$$= \frac{\exp(\mu(t) \xi_{\mu(t)}(p(t))) - 1}{\mu(t)} e_p(t, t_0)$$

$$= \xi_{\mu(t)}^{-1}(\xi_{\mu(t)}(p(t))) \cdot e_p(t, t_0)$$

$$= p(t) \cdot e_p(t, t_0).$$

Case 2. Next we assume $\sigma(t) = t$ ($t$ is right dense). If $y(t) = e_p(t, t_0)$, we want to show that

$$y^{\triangle}(t) = p(t) y(t).$$
From Lemma 14 and for \( s \in \mathbb{T} \) we have that

\[
| y(t) - y(s) - p(t)y(t)(t - s) | = | e_p(t, t_0) - e_p(s, t_0) - p(t)e_p(t, t_0)(t - s) |
\]

\[
= | e_p(t, t_0) | \cdot | 1 - e_p(s, t) - p(t)(t - s) |
\]

\[
= | e_p(t, t_0) | \cdot | 1 - \int_s^t \xi_{\mu(\tau)}(p(\tau)) \Delta \tau - e_p(s, t) |
\]

\[
+ \int_s^t \xi_{\mu(\tau)}(p(\tau)) \Delta \tau - p(t)(t - s) |
\]

\[
\leq | e_p(t, t_0) | \cdot | 1 - \int_s^t \xi_{\mu(\tau)}(p(\tau)) \Delta \tau - e_p(s, t) |
\]

\[
+ | e_p(t, t_0) | \cdot \left| \int_s^t [\xi_{\mu(\tau)}(p(\tau)) - \xi_0(p(t))] \Delta \tau \right|
\]

Let \( \epsilon > 0 \) be given. We now show that there is a neighborhood \( U \) of \( t \) so that for \( s \in U \) the right hand side of the last inequality is less than \( \epsilon | t - s | \) and the proof will be complete. Since \( \sigma(t) = t \) and \( p \in \mathcal{C}_{rd} \), it follows that

\[
\lim_{\tau \to t} \xi_{\mu(\tau)}(p(\tau)) = \xi_0(p(t)). \tag{2.4.10}
\]

This implies that there is a neighborhood \( U_1 \) of \( t \) such that

\[
| \xi_{\mu(\tau)}(p(\tau)) - \xi_0(p(t)) | < \frac{\epsilon}{3 | e_p(t, t_0) |} \text{ for all } \tau \in U_1.
\]

Let \( s \in U_1 \). Then

\[
| e_p(t, t_0) | \cdot \left| \int_s^t [\xi_{\mu(\tau)}(p(\tau)) - \xi_0(p(t))] \Delta \tau \right| \leq \frac{\epsilon}{3} | t - s |. \tag{2.4.11}
\]
Next, by L'Hôpital's rule,
\[
\lim_{z \to 0} \frac{1 - z - e^{-z}}{z} = 0.
\]
So there is a neighborhood \(U_2\) of \(t\) so that if \(s \in U_2\), then
\[
\left| \frac{1 - \int_s^t \xi_\mu(\tau) - e_p(s, t)}{\int_s^t \xi_\mu(\tau) \Delta \tau} \right| < \epsilon^*, \quad (2.4.12)
\]
where
\[
\epsilon^* = \min \left\{ 1, \frac{\epsilon}{1 + 3 |p(t)e_p(t, t_0)|} \right\}.
\]
Let \(s \in U = U_1 \cap U_2\). Then
\[
|e_p(t, t_0)| \cdot \left| 1 - \int_s^t \xi_\mu(\tau)(p(\tau)) \Delta \tau - e_p(s, t) \right| \leq |e_p(t, t_0)| \cdot \epsilon^* \left| \int_s^t \xi_\mu(\tau)(p(\tau)) \Delta \tau \right|
\]
\[
\leq |e_p(t, t_0)| \cdot \epsilon^* \left| \int_s^t [\xi_\mu(\tau)(p(\tau)) - \xi_0(p(\tau)) \Delta \tau \right| + |p(t)| \cdot \Delta |t - s|
\]
\[
\leq |e_p(t, t_0)| \cdot \epsilon^* \left| \int_s^t [\xi_\mu(\tau)(p(\tau)) - \xi_0(p(t)) \Delta \tau \right| + |e_p(t, t_0)| \cdot \epsilon^* \cdot |p(t)| \cdot |t - s|
\]
\[
\leq \frac{\epsilon}{3} |t - s| + |e_p(t, t_0)| \cdot \epsilon^* \cdot |p(t)| \cdot |t - s|
\]
\[
= \frac{2\epsilon}{3} |t - s|
\]
so that
\[
|y(t) - y(s) - p(t)y(t)(t-s)| = \frac{2\epsilon}{3} |t - s| + \frac{\epsilon}{3} |t - s|
\]
\[
= \epsilon |t - s|.
\]
And so if \(y(t) = e_p(t, t_0)\) then \(y^\Delta(t) = p(t)y(t)\), where \(y(t_0) = 1\) on \(\mathbb{T}\). \(\square\)

The above theorem confirms the existence of a solution. We will show that this solution is the only solution of the initial value problem (2.4.8)

**Theorem 16.** (Bohner and Peterson [2]) If (2.4.7) is regressive, then the only solution of (2.4.8) is given by \(e_p(\cdot, t_0)\).
**Proof.** Assume $y$ is a solution of (2.4.8) and consider the quotient $\frac{y}{e_p(\cdot, t_0)}$. By Theorem 4(5) we have

\[
\left( \frac{y}{e_p(\cdot, t_0)} \right)^\Delta(t) = \frac{y(t)^\Delta e_p(t, t_0) - y(t)e_p^\Delta(t, t_0)}{e_p(t, t_0)e_p(\sigma(t), t_0)} = \frac{p(t)y(t)e_p(t, t_0) - y(t)p(t)e_p(t, t_0)}{e_p(t, t_0)e_p(\sigma(t), t_0)} = 0
\]

We know that if $f$ is a pre-differentiable function and $f^\Delta(t) = 0$ then $f$ is a constant function. So $\frac{y(t)}{e_p(t, t_0)}$ is a constant function. Hence $\frac{y(t)}{e_p(t, t_0)} = \frac{y(t_0)}{e_p(t_0, t_0)} = \frac{1}{t}$ and therefore $y = e_p(\cdot, t_0)$.

\[\Box\]

### 2.5 Initial Value Problem

Consider the homogeneous equation,

\[y^\Delta = p(t)y(t)\]  \hspace{1cm} (2.5.1)

on a time scale $\mathbb{T}$. Our previous discussion gives us the following theorem.

**Theorem 17.** (Bohner and Peterson [2]) Suppose (2.5.1) is regressive. Let $t_0 \in \mathbb{T}$ and $y_0 \in \mathbb{R}$. The unique solution of the initial value problem

\[y^\Delta = p(t)y(t), \quad y(t_0) = y_0,\]  \hspace{1cm} (2.5.2)

is given by

\[y(t) = e_p(t, t_0)y_0.\]

If we consider time scales, $\mathbb{R}$, $\mathbb{Z}$, $h\mathbb{Z}$ and $q^\mathbb{N}_0$ and we solve initial value problem (2.5.2) for these time scales using the exponential function we obtain the following solutions [1]:

**Example 18.** Let $\mathbb{T} = \mathbb{R}$, then $\mu(t) = 0$. If (2.5.1) is regressive, then the solution of the
IVP \( y^\Delta = p(t)y(t) \), where \( y(t_0) = 1 \) by Theorem 17 is

\[
y(t) = e_p(t, t_0) = e^{\int_{t_0}^t \xi_0(p(\tau))(\Delta \tau)} = e^{\int_{t_0}^t p(\tau) \Delta \tau},
\]

and

\[
y(t_0) = e_p(t_0, t_0) = e^{\int_{t_0}^{t_0} p(\tau) \Delta \tau} = 1.
\]

Now if \( p(t) = a \) (a constant)

\[
y(t) = e_a(t, t_0) = e^{\int_{t_0}^t a(\Delta \tau)} = e^{a(t - t_0)}
\]

and, if \( t_0 = 0 \),

\[
y(t) = e_a(t, 0) = e^{\int_0^t a(\Delta \tau)} = e^{at}.
\]

Thus, if \( a = 1 \),

\[
y(t) = e_a(t, 0) = e^t.
\]

The above result for \( \mathbb{T} = \mathbb{R} \) is consistent with solving the IVP \( y' = p(t)y \) where \( y(0) = 1 \) and \( p(t) = a \).

**Example 19.** If \( \mathbb{T} = \mathbb{Z} \), then \( \mu(t) = 1 \). And Suppose (2.5.1) is regressive, then the solution of the IVP \( \Delta y(t) = p(t)y(t) \), where \( y(t_0) = 1 \) and \( \Delta y(t) = y(t + 1) - y(t) \) [5] by Theorem 17 and Theorem 11(4) is

\[
y(t) = e_p(t, t_0) = e^{\sum_{\tau = t_0}^{t-1} \xi_1(p(\tau))}.
\]

If \( t_0 < t \),

\[
\sum_{\tau = t_0}^{t-1} \xi_1(p(\tau)) = \sum_{\tau = t_0}^{t-1} \log(1 + p(\tau)),
\]
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by the definition of cylinder transformation, and

\[ \sum_{\tau = t_0}^{t-1} \log(1 + p(\tau)) = \log \prod_{\tau = t_0}^{t-1} (1 + p(\tau)). \]

So,

\[ e_p(t, t_0) = e^{\log \prod_{\tau = t_0}^{t-1} (1 + p(\tau))} = \prod_{\tau = t_0}^{t-1} (1 + p(\tau)). \]

If \( t_0 = t \) then

\[ e_p(t, t_0) = e_p(t, t) = e^0 = 1. \]

If \( t_0 > t \) then

\[ e_p(t, t_0) = \frac{1}{e_p(t_0, t)} = \frac{1}{e^{\tau_0-\tau_1 \xi_1(p(\tau))}} = \frac{1}{e^{\tau_0-\tau_1 \log(1 + p(\tau))}} = \frac{1}{e^{\log \prod_{\tau = t_0}^{t_0-1} (1 + p(\tau))}}. \]

Hence,

\[ e_p(t, t_0) = \begin{cases} 
\prod_{\tau = t_0}^{t-1} (1 + p(\tau)) & \text{when } t_0 < t \\
1 & \text{when } t_0 = t \\
\frac{1}{\prod_{\tau = t_0}^{t_0-1} (1 + p(\tau))} & \text{when } t_0 > t.
\end{cases} \]

Now if \( p(t) = a \) (a constant) and \( a \neq -1 \)

\[ e_a(t, t_0) = (1 + a)^{t-t_0}. \]
If \( t_0 = 0 \), then
\[
e_{a}(t, 0) = (1 + a)^t.
\]

If \( a = 1 \), then
\[
e_{1}(t, 0) = 2^t.
\]

The above result for \( T = \mathbb{Z} \) is consistent with solving the difference equation \( \Delta y(t) = y(t + 1) - y(t) = p(t)y(t + 1) \).

**Example 20.** If \( T = h\mathbb{Z} \), where \( h\mathbb{Z} = \{hk | k \in \mathbb{Z}\} \) for some \( h > 0 \) then \( \mu(t) = h \). And Suppose (2.5.1) is regressive, then the solution of the IVP \( \frac{y(t+h)-y(t)}{h} = p(t)y(t) \), where \( y(t_0) = 1 \) by *Theorem 17* is

\[
y(t) = e_p(t, t_0) = e^{\sum_{\tau = t_0}^{t-1} \xi_h(p(\tau))}.
\]

If \( t_0 < t \),
\[
\sum_{\tau = t_0}^{t-1} \xi_h(p(\tau)) = \sum_{\tau = t_0}^{t-1} \frac{1}{h} \text{Log}(1 + p(\tau)h),
\]
by the definition of cylinder transformation, and
\[
\sum_{\tau = t_0}^{t-1} \frac{1}{h} \text{Log}(1 + p(\tau)h) = \frac{1}{h} \text{Log} \prod_{\tau = t_0}^{t-1} (1 + p(\tau)h)
\]
\[
= \frac{1}{h} \text{Log} \left[ \prod_{\tau = t_0}^{t-1} (1 + p(\tau)h) \right]^\frac{1}{h}.
\]

So,
\[
e_p(t, t_0) = e^{\text{Log} \left[ \prod_{\tau = t_0}^{t-1} (1 + p(\tau)h) \right]^\frac{1}{h}}
\]
\[
= \left[ \prod_{\tau = t_0}^{t-1} (1 + p(\tau)h) \right]^\frac{1}{h}.
\]
If \( t_0 = t \), then
\[
e_p(t, t_0) = e_p(t, t) = e^0 = 1.
\]

If \( s > t \), then
\[
e_p(t, t_0) = \frac{1}{e_p(t_0, t)} = \frac{1}{\sum_{\tau=t}^{t_0-1} \bar{e}_\tau(p(\tau))} = \frac{1}{\sum_{\tau=t}^{t_0-1} \frac{1}{\tau} \log(1+p(\tau)h)} = \frac{1}{e^\log\left[\prod_{\tau=t}^{t_0-1} (1 + p(\tau)h)\right]^\frac{1}{h}}.
\]

Hence,
\[
e_p(t, t_0) = \begin{cases} \left[\prod_{\tau=t_0}^{t-1} (1 + p(\tau)h)\right]^\frac{1}{h} & \text{when } t_0 < t \\ 1 & \text{when } t_0 = t \\ \frac{1}{\left[\prod_{\tau=t}^{t_0-1} (1 + p(\tau)h)\right]^\frac{1}{h}} & \text{when } t_0 > t. \end{cases}
\]

Now, if \( p(t) = a \) (a constant) and \( h = \frac{1}{n} \) for some natural number \( n \in \mathbb{N} \) and \( a \neq -1 \)
\[
e_a(t, t_0) = \left(1 + \frac{a}{n}\right)^{n(t-t_0)}.
\]

If \( t_0 = 0 \), then
\[
e_a(t, 0) = \left(1 + \frac{a}{n}\right)^{nt}.
\]
as \( n \to \infty \)
\[
\left(1 + \frac{a}{n}\right)^n \to e
\]
and so
\[
e_a(t, 0) \to e^t.
\]
Example 21. If $T = q^{N_0}$, where $q > 1$ and $q^{N_0} = \{q^k | k \in \mathbb{N}\} \cup \{0\}$ then $\mu(t) = (q - 1)t$.

And Suppose (2.5.1) is regressive, then the solution of the IVP $\frac{y(qt) - y(t)}{(q-1)t} = p(t)y(t)$, where $y(1) = 1$ by Theorem 17 is

$$y(t) = e_p(q^k, 1) = \prod_{\nu=0}^{k-1} \left[ 1 + (q - 1)q^\nu p(q^\nu) \right].$$

If we define $p : T \rightarrow \mathbb{R}$,

$$p(t) = \frac{1 - t}{(q - 1)t^2} \text{ for } t \in T,$$

then

$$e_p(q^k, 1) = \prod_{\nu=0}^{k-1} \left[ 1 + (q - 1)q^\nu \frac{1 - q^\nu}{(q - 1)q^{2\nu}} \right]$$

$$= \prod_{\nu=0}^{k-1} \left[ 1 + \frac{1 - q^\nu}{(q - 1)q^\nu} \right]$$

$$= \prod_{\nu=0}^{k-1} \frac{1}{q^\nu}$$

$$= \frac{1}{q^{k(k-1)/2}}$$

$$= q^{-\frac{k^2}{2}} \cdot q^{\frac{k}{2}}$$

$$= \sqrt{q^k} \exp\left\{ -\frac{k^2}{2} \ln q \right\}$$

$$= \sqrt{q^k} \exp\left\{ -\frac{(k \ln q)^2}{2 \ln q} \right\}$$

so that

$$e_p(t, 1) = \sqrt{t} \exp\left\{ -\frac{(\ln t)^2}{2 \ln q} \right\}.$$
To verify,

\[ y^\Delta = \frac{y(qt) - y(t)}{(q - 1)t} \]
\[ = \sqrt{qt} \exp \left\{ -\frac{(\ln qt)^2}{2 \ln q} \right\} - \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\} \]
\[ = \frac{q^{\frac{1}{2}} \sqrt{t} \exp \left\{ -\frac{(\ln t)^2 + 2 \ln t \ln q + (\ln q)^2}{2 \ln q} \right\} - \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\}}{(q - 1)t} \]
\[ = \frac{q^{\frac{1}{2}} \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\} \cdot t^{-1} \cdot q^{-\frac{1}{2}} - \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\}}{(q - 1)t} \]
\[ = \frac{q^{\frac{1}{2}} \cdot t^{-1} \cdot q^{-\frac{1}{2}} - 1}{(q - 1)t} \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\} \]
\[ = \frac{t^{-1} - 1}{(q - 1)t} \cdot \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\} \]
\[ = \frac{1 - t}{(q - 1)t^2} \cdot \sqrt{t} \exp \left\{ -\frac{(\ln t)^2}{2 \ln q} \right\} \]
\[ = p(t) \cdot y(t). \]
Chapter 3

Solutions of First Order Dynamic Equations on Time Scales with Jumps on ‘Art’

The solution of the initial value problem (2.5.2) on a time scale $\mathbb{T}$ with jumps was first solved using the Marshall Differential Analyzer ‘Art’ before describing the analytical solution. However, we did remark in the introduction that the differential analyzer can only solve differential equations with known initial conditions. Hence, our task is to solve the modified dynamic equation

$$y^\Delta(t) = \frac{1}{3} y(t), \quad y^\Delta(0) = \frac{1}{3}$$

(3.0.1)
on $\mathbb{T} = [0, 1]$.

3.1 Bush Schematic Diagram

Dr Vannevar Bush developed a way to represent the connections between integrators on a differential analyzer, which he called the ‘Bush Schematic Diagram’. In the Bush’s schematic, the rectangular boxes represent the integrators, the circles represents the disc while the line across the circles represent the wheel. The shaded region attached to each circle, as seen in the Bush’s schematics, represents the carriage on which the disc sits and the horizontal lines represents the connecting rods. We labeled the first rod the independent variable and we scaled it to $(250t)$. This means it takes the independent variable rod 250 rotations for a unit of our independent variable $t$. The motion of this rod rotates the disc. The second rod, we labeled $y^\Delta$, which is the integrand; this we scaled as $(75y^\Delta)$. The
motion on this rod turns the lead screw and it drives the carriage. The motion on the third rod is as a result of the motion transferred from the disc by friction to the wheel which is then amplified by our system of torque amplification.

In the Introduction, I discussed how we obtained the ‘integrator constant’ (1.3.5). On ‘Art’ it takes the independent variable rod 75 rotations for a unit of our independent variable. The counters on each integrator gears the motion up by $\frac{10}{3}$. Therefore 75 rotations of the independent variable rod is equivalent to 250 rotations of the counter. Hence, the rotations of the output rod, the third rod as seen in our Bush’s schematic is

$$\frac{1}{250} \int 75y^\Delta \, d(250t) = 75y(t).$$

The 3 to 1 gearing in our Bush Schematic represents the gearing down of the motion of $75y(t)$ by a fraction of $\frac{1}{3}$ and so we obtain $25y(t)$. We complete this connection to the output rod $25y(t)$ by joining the integrand rod $75y^\Delta$, or $75y^\Delta = 25y$. 

Figure 3.1: Bush Schematic Diagram for $y^\Delta(t) = \frac{1}{3}y(t)$
3.2 A sequence of Time Scales with Jumps

To solve (3.0.1) on ‘Art’, we first chose our time scale $T = [0, 1]$. The jumps in the time scale are created using the sequence below [6];

$$T_i = \bigcup_{k=0}^{i} \left[ \left( \frac{1}{2i+1} \right) (2k), \left( \frac{1}{2i+1} \right) (2k+1) \right]$$

where $i = 1, 2, 3, \ldots$ is the number of jumps.

When there is no jump, we have

$$T_0 = \bigcup_{k=0}^{0} \left[ \left( \frac{1}{(2 \times 0)+1} \right) (2k), \left( \frac{1}{(2 \times 0)+1} \right) (2k+1) \right] \bigcup \left[ \left( \frac{1}{(2 \times 0)+1} \right) (2 \times 0), \left( \frac{1}{(2 \times 0)+1} \right) ((2 \times 0)+1) \right] = [0, 1];$$

one jump

$$T_1 = \bigcup_{k=0}^{1} \left[ \left( \frac{1}{(2 \times 1)+1} \right) (2k), \left( \frac{1}{(2 \times 1)+1} \right) (2k+1) \right] \bigcup \left[ \left( \frac{1}{(2 \times 1)+1} \right) (2 \times 1), \left( \frac{1}{(2 \times 1)+1} \right) ((2 \times 1)+1) \right] \bigcup \left[ \left( \frac{1}{(2 \times 1)+1} \right) (2 \times 0), \left( \frac{1}{(2 \times 1)+1} \right) ((2 \times 0)+1) \right] = \left[ 0, \frac{1}{3} \right] \bigcup \left[ \frac{2}{3}, 1 \right];$$
two jumps

\[ T_2 = \bigcup_{k=0}^{2} \left[ \left( \frac{1}{(2 \times 2) + 1} \right)(2k), \left( \frac{1}{(2 \times 2) + 1} \right)(2k + 1) \right] \]

\[ = \left[ \left( \frac{1}{(2 \times 2) + 1} \right)(2 \times 0), \left( \frac{1}{(2 \times 2) + 1} \right)((2 \times 0) + 1) \right] \cup \left[ \left( \frac{1}{(2 \times 2) + 1} \right)(2 \times 1), \left( \frac{1}{(2 \times 2) + 1} \right)((2 \times 1) + 1) \right] \cup \left[ \left( \frac{1}{(2 \times 2) + 1} \right)(2 \times 2), \left( \frac{1}{(2 \times 2) + 1} \right)((2 \times 2) + 1) \right] \]

\[ = \left[ 0, \frac{1}{5} \right] \cup \left[ \frac{2}{5}, \frac{3}{5} \right] \cup \left[ \frac{4}{5}, 1 \right]; \]

and three jumps

\[ T_3 = \bigcup_{k=0}^{3} \left[ \left( \frac{1}{(2 \times 3) + 1} \right)(2k), \left( \frac{1}{(2 \times 3) + 1} \right)(2k + 1) \right] \]

\[ = \left[ \left( \frac{1}{(2 \times 3) + 1} \right)(2 \times 0), \left( \frac{1}{(2 \times 3) + 1} \right)((2 \times 0) + 1) \right] \cup \left[ \left( \frac{1}{(2 \times 3) + 1} \right)(2 \times 1), \left( \frac{1}{(2 \times 3) + 1} \right)((2 \times 1) + 1) \right] \cup \left[ \left( \frac{1}{(2 \times 3) + 1} \right)(2 \times 2), \left( \frac{1}{(2 \times 3) + 1} \right)((2 \times 2) + 1) \right] \cup \left[ \left( \frac{1}{(2 \times 3) + 1} \right)(2 \times 3), \left( \frac{1}{(2 \times 3) + 1} \right)((2 \times 3) + 1) \right] \]

\[ = \left[ 0, \frac{1}{7} \right] \cup \left[ \frac{2}{7}, \frac{3}{7} \right] \cup \left[ \frac{4}{7}, \frac{5}{7} \right] \cup \left[ \frac{6}{7}, 1 \right]. \]

### 3.3 Plotting the Solution on ‘Art’

Here, we shall give a description of how the solution to \( y^\Delta(t) = \frac{1}{3}y(t) \), with initial condition \( y^\Delta(0) = \frac{1}{3} \) were obtained using ‘Art’. The Bush schematics (Figure 3.1) was used to set up the connections of rods to one integrator on ‘Art’. We used only one integrator because the equation is of first order. The initial conditions were set using the counters on ‘Art’. To initialize the problem, we set the \( y^\Delta \) rod to \( \frac{1}{3} \) and the \( y \) rod to 1. However, on the counters on ‘Art’, 1 unit is set to 250 rotations and so \( \frac{1}{3} \) is denoted by one-third of 250 rotations which is 83.3 rotations.
To obtain the solution of our problem on ‘Art’ over $T_0 = [0,1]$, we set the initial conditions as described above and we plotted the solution from the minimum point in our time scale 0 to the maximum point 1 Figure 3.2(a).

Next, we want to obtain the solution of our problem when there is one jump in $T$. By the sequence of our time scales $\{T_i\}$, when $i = 1$, $T_1 = [0, \frac{1}{3}] \cup [\frac{2}{3}, 1]$ and there is one jump in $T$. First, we set the counter on the $y^\Delta$ rod to 83.3 and the counter on the $y$ rod to 250 and then plot the solution up to $\frac{1}{3}$ in $T$. We record the reading on the counters for $y^\Delta$ rod and $y$ rod.

We will call $y \left( \frac{1}{3} \right)$ the counter value on the $y$ rod when $t = \frac{1}{3}$ and $y^\Delta \left( \frac{1}{3} \right)$ the counter value on the $y^\Delta$ rod when $t = \frac{1}{3}$.

Now, using the simple useful formula, we calculated what the reading should be on the

Figure 3.2: Solution of $y^\Delta = \frac{1}{2} y$, $y^\Delta (0) = \frac{1}{3}$ on (a) $T_0$. (b) $T_1$. (c) $T_2$. (d) $T_3$ obtained on ‘Art’
counter for the $y$ rod at $t = \frac{2}{3}$ after the jump.

$$y\left(\frac{2}{3}\right) = y\left(\frac{1}{3}\right) + \mu \left(\frac{1}{3}\right) \cdot y^\Delta \left(\frac{1}{3}\right)$$

$$= y\left(\frac{1}{3}\right) + \left(\frac{2}{3} - \frac{1}{3}\right) \cdot y^\Delta \left(\frac{1}{3}\right)$$

$$= y\left(\frac{1}{3}\right) + \left(\frac{1}{3}\right) \cdot y^\Delta \left(\frac{1}{3}\right).$$

Then we moved the pen horizontally to the point $\frac{2}{3}$ and set the position for the $y$ rod to the value obtained by the simple useful formula using the counter. This moves the pen up vertically. Using the equation $y^\Delta(t) = \frac{1}{3}y(t)$ and plugging in the new $y$ rod counter value for $y(t)$, we find the new $y^\Delta$ rod counter value,

$$y^\Delta \left(\frac{2}{3}\right) = \frac{1}{3}y \left(\frac{2}{3}\right).$$

We then positioned the $y^\Delta$ rod to this value using the counter and then resumed our solution plot from $\frac{2}{3}$ up to 1. *Figure 3.2(b)*

We moved the pen from $\frac{1}{3}$ to $\frac{2}{3}$ because in our time scale, $\frac{1}{3}$ is a left dense and right scattered point and we need the jump operator to move to $\frac{2}{3}$.

Now, to obtain the solution of our problem when there are two jumps in $T$. By the sequence of our time scale $\{T_i\}$, when $i = 2$, $T_2 = [0, \frac{1}{5}] \cup [\frac{2}{3}, \frac{3}{5}] \cup [\frac{4}{5}, 1]$, there are two jumps in $T$. Just like we did previously, we set the counter on the $y^\Delta$ rod to 83.3 and the counter on the $y$ rod to 250 and then plotted the solution up to $\frac{1}{5}$ in $T$. We recorded the reading on the counters for $y^\Delta$ rod and $y$ rod.

Here, we will also call $y \left(\frac{1}{5}\right)$ the counter value on the $y$ rod when $t = \frac{1}{5}$ and $y^\Delta \left(\frac{1}{5}\right)$ the counter value on the $y^\Delta$ rod when $t = \frac{1}{5}$.

Now, using the simple useful formula, we calculate what the reading should be on the
counter for the $y$ rod at $t = \frac{2}{5}$ after the first jump.

\[
y\left(\frac{2}{5}\right) = y\left(\frac{1}{5}\right) + \mu\left(\frac{1}{5}\right) \cdot y^\Delta\left(\frac{1}{5}\right)
\]
\[
= y\left(\frac{1}{5}\right) + \frac{2}{5} - \frac{1}{5} \cdot y^\Delta\left(\frac{1}{5}\right)
\]
\[
= y\left(\frac{1}{5}\right) + \frac{1}{5} \cdot y^\Delta\left(\frac{1}{5}\right).
\]

Then we moved the pen horizontally to the point $\frac{2}{5}$ and set the position for the $y$ rod to the value obtained by the simple useful formula using the counter. This moves the pen up vertically. Using the equation $y^\Delta(t) = \frac{1}{3} y(t)$ and plugging in the new $y$ rod counter value for $y(t)$, we find the new $y^\Delta$ rod counter value,

\[
y^\Delta\left(\frac{2}{5}\right) = \frac{1}{3} y\left(\frac{2}{5}\right).
\]

We then positioned the $y^\Delta$ rod to this value and then resumed our solution plot from $\frac{2}{5}$ up to $\frac{3}{5}$. We record again the reading on the counters for $y^\Delta$ rod and $y$ rod and we call $y\left(\frac{3}{5}\right)$ the counter value on the $y$ rod when $t = \frac{3}{5}$ and $y^\Delta\left(\frac{3}{5}\right)$ the counter value on the $y^\Delta$ rod when $t = \frac{3}{5}$.

Now, using the simple useful formula, we calculated what the reading should be on the counter for the $y$ rod at $t = \frac{4}{5}$ after the second jump,

\[
y\left(\frac{4}{5}\right) = y\left(\frac{3}{5}\right) + \mu\left(\frac{3}{5}\right) \cdot y^\Delta\left(\frac{3}{5}\right)
\]
\[
= y\left(\frac{4}{5}\right) + \frac{4}{5} - \frac{3}{5} \cdot y^\Delta\left(\frac{3}{5}\right)
\]
\[
= y\left(\frac{4}{5}\right) + \frac{1}{5} \cdot y^\Delta\left(\frac{4}{5}\right).
\]

We also moved the pen horizontally to the point $\frac{4}{5}$ and set the position for the $y$ rod to the value obtained by the simple useful formula using the counter. This moves the pen up vertically. Using the equation $y^\Delta(t) = \frac{1}{3} y(t)$ and plugging in the new $y$ rod counter value
for \( y(t) \), we find the new \( y^\Delta \) rod counter value,

\[
y^\Delta \left( \frac{4}{5} \right) = \frac{1}{3} y \left( \frac{4}{5} \right).
\]

We then positioned on the \( y^\Delta \) rod to this value and then resume our solution plot from \( \frac{4}{5} \) up to 1 Figure 3.2(c).

We repeat this process to obtain the solution plot on \( T_3 = [0, \frac{1}{7}] \cup [\frac{2}{7}, \frac{3}{7}] \cup [\frac{4}{7}, \frac{5}{7}] \cup [\frac{6}{7}, 1] \) Figure 3.2(d) when \( i = 3 \) in our sequence of time scales \( \{T_i\} \). There are three jumps in \( T_3 \).

We note that we only need one initial condition, ‘Art’ and the simple useful formula gives us the starting point at each left scattered point in \( \{T_i\} \)
Chapter 4

Analytical Solutions of Dynamic Equations on a Time Scale with Jumps

4.1 First Order Dynamic Equations with Jumps

We will describe the solution of the first order homogenous dynamic equation (2.5.1), \( y(t_0) = y_0 \), on a time scale \( \mathbb{T} \) with jumps. First, we state a theorem that describes the solution when there is one jump in our time scale \( \mathbb{T} \). Next, we will extend our result to when there are two jumps in \( \mathbb{T} \) and hence, generalize our result to when there are jumps in \( \mathbb{T} \).

**Theorem 22.** Assume \( y^\triangle = p(t)y \) is regressive and fix \( t_0 \) in \( \mathbb{T} \). With initial condition \( y(t_0) = y_0 \) on \( \mathbb{T} \), where \( \mathbb{T} = [t_0, t_1] \cup [t_2, t_3] \)

Then the unique solution of the initial value problem

\[
y^\triangle = p(t)y, \ y(t_0) = y_0 \text{ on } \mathbb{T}
\]

is given by

\[
y(t) = \begin{cases} 
y_0 e^{\int_{t_0}^{t} p(\tau) \, d\tau}, & t_0 \leq t \leq t_1 \\
(1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau) \, d\tau} e^{\int_{t_2}^{t} p(\tau) \, d\tau}, & t_2 \leq t \leq t_3.
\end{cases}
\]
Proof. We will construct the solution using two approaches:

**Approach 1:**
Consider \( t \in [t_0, t_1] \). Then the first order dynamic equation

\[
y^\triangle = p(t)y, \quad y(t_0) = y_0 \text{ on } [t_0, t_1]
\]

reduces to a differential equation

\[
y' = p(t)y, \quad y(t_0) = y_0 \text{ on } [t_0, t_1]
\]

whose solution is given by

\[
y(t) = y_0 e^{\int_{t_0}^t p(r) \, dr} \text{ for } t \in [t_0, t_1]
\]

Now, for \( t \in [t_2, t_3] \), the first order dynamic equation

\[
y^\triangle = p(t)y, \quad y(t_0) = y_0 \text{ on } [t_2, t_3]
\]

reduces to a differential equation

\[
y' = p(t)y, \quad y(t_0) = y_0 \text{ on } [t_2, t_3]
\]

and the solution is given by

\[
y(t) = y(t_2) e^{\int_{t_2}^t p(r) \, dr} \text{ for } t \in [t_2, t_3]. \tag{4.1.2}
\]

There is a jump between \( t_1 \) and \( t_2 \) and by the definition of the forward jump operator,
\[ y(t_2) = y(\sigma(t_1)) \] and using Theorem 3 part (4), we have

\[
\begin{align*}
  y(t_2) &= y(\sigma(t_1)) = y(t_1) + \mu(t_1)y'(t_1) \\
  &= y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau} + \mu(t_1)p(t_1)y(t_1) \\
  &= y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau} + \mu(t_1)p(t_1)y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau} \\
  &= (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau}.
\end{align*}
\]

So that (4.1.2) becomes

\[
y(t) = (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau)\Delta \tau} e^{\int_{t_2}^{t} p(\tau)\Delta \tau} \quad \text{for } t \in [t_2, t_3]
\]

\[
y(t) = \begin{cases} 
  y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau}, & t_0 \leq t \leq t_1 \\
  (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau)d\tau} e^{\int_{t_2}^{t} p(\tau)d\tau}, & t_2 \leq t \leq t_3.
\end{cases}
\]

**Approach 2**

For \( t \in [t_0, t_1] \), we use the definition of the exponential function, \( e_p(., t_0) \) (2.4.5), and the cylinder transformation (2.4.2) to obtain

\[
e_p(t, t_0) = ce^{\int_{t_0}^{t} \xi_0(\tau)(p(\tau))d\tau} \quad \text{for some arbitrary constant } c
\]

\[
= ce^{\int_{t_0}^{t} \xi_0(\tau)d\tau} \quad \text{since } \mu(\tau) = 0 \text{ for } \tau \in [t_0, t_1]
\]

\[
= ce^{\int_{t_0}^{t} p(\tau)d\tau} \quad \text{since } \xi_0(p(\tau)) = p(\tau)
\]

and

\[
e_p(t_0, t_0) = ce^{\int_{t_0}^{t} p(\tau)d\tau} = ce^0 = y_0.
\]

Hence

\[
e_p(t, t_0) = y_0 e^{\int_{t_0}^{t} p(\tau)d\tau} \quad \text{for } t \in [t_0, t_1].
\]
Now, for $t \in [t_2, t_3]$, we also use the definition of the exponential function, $e_p(t, t_0)$ (2.4.5), and the cylinder transformation (2.4.2).

Starting at $t = t_2$, we obtain

$$e_p(t_2, t_0) = e^{\int_{t_0}^{t_2} \xi_{\mu(t)}(p(t)) \, \Delta \tau}$$

$$= e^{\int_{t_0}^{t_1} \xi_{\mu(t)}(p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} \xi_{\mu(t)}(p(t)) \, \Delta \tau}$$

$$= e^{\int_{t_0}^{t_1} \xi_{\mu(t)}(p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} \xi_{\mu(t_1)}(p(t_1)) \, \Delta \tau}$$

$$= y_0 e^{\int_{t_0}^{t_1} (p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} \frac{1}{\mu(t)} \log(1+p(t)\mu(t)) \, \Delta \tau}$$

$$= y_0 e^{\int_{t_0}^{t_1} (p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} \frac{1}{\mu(t_1)} \log(1+p(t_1)\mu(t_1)) \, \Delta \tau}$$

$$= (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} (p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} (p(t)) \, \Delta \tau}.$$ 

So for $t \in [t_2, t_3]$, the exponential function has the form,

$$e_p(t, t_0) = e^{\int_{t_0}^{t} \xi_{\mu(t)}(p(t)) \, \Delta \tau} \text{ for } t \in [t_2, t_3]$$

$$= e^{\int_{t_0}^{t_1} \xi_{\mu(t)}(p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} \xi_{\mu(t_1)}(p(t_1)) \, \Delta \tau}$$

$$= (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{t_0}^{t_1} (p(t)) \, \Delta \tau} e^{\int_{t_1}^{t_2} (p(t)) \, \Delta \tau}.$$ 

Adding one more jump to $\mathbb{T}$ in Theorem 22 we have the following corollary

**Corollary 23.** Assume $y^\triangle = p(t)y$ is regressive and fix $t_0$ in $\mathbb{T}$. With initial condition $y(t_0) = y_0$ on $\mathbb{T}$, where $\mathbb{T} = [t_0, t_1] \cup [t_2, t_3] \cup [t_4, t_5]$

\[ t_0 \quad t_1 \quad t_2 \quad t_3 \quad t_4 \quad t_5 \]

Then $\mu(t_1) = t_2 - t_1$ and $\mu(t_3) = t_4 - t_3$ and the solution of the initial value problem

\[ y^\triangle = p(t)y, \quad y(t_0) = y_0 \text{ on } \mathbb{T} \] 

(4.1.3)
We can construct a similar proof as was presented in Proof.

Then

\[
y(t) = \begin{cases} 
    y_0 e^{\int_0^t p(\tau) \, d\tau}, & t_0 \leq t \leq t_1 \\
    (1 + p(t_1)\mu(t_1))y_0 e^{\int_0^t p(\tau) \, d\tau} e^{\int_0^{t_2} p(\tau) \, d\tau}, & t_2 \leq t \leq t_3 \\
    (1 + p(t_1)\mu(t_1))(1 + p(t_3)\mu(t_3))y_0 e^{\int_0^t p(\tau) \, d\tau} e^{\int_0^{t_4} p(\tau) \, d\tau} e^{\int_0^{t_5} p(\tau) \, d\tau}, & t_4 \leq t \leq t_5 \\
    \vdots \\
    \left( \prod_{i=0}^{n-1} (1 + p(t_{2i+1})\mu(t_{2i+1}))y_0 e^{\int_0^{t_{2i+1}} p(\tau) \, d\tau} \right) e^{\int_0^{t_{2n}} p(\tau) \, d\tau}, & t_{2n} \leq t \leq t_{2n+1}.
\end{cases}
\]

Proof. We can construct a similar proof as was presented in Theorem 22 above. 

Now if we extend the above result to \( n \) jumps in \( T \), then we have the following theorem.

**Theorem 24.** Assume \( y^\Delta = p(t)y \) is regressive and fix \( t_0 \) in \( T \), with initial condition \( y(t_0) = y_0 \) on \( T \), where \( T = [t_0, t_1) \cup [t_2, t_3) \cup [t_4, t_5) \cup \ldots \cup [t_{2n}, t_{2n+1}] \) and \( t_{2n+1} = \eta \) is the \( \max_{t \in T}\{t\} \) (\( n \) jumps).

Then

\[
\mu(t_1) = t_2 - t_1, \quad \mu(t_3) = t_4 - t_3, \quad \mu(t_5) = t_6 - t_5, \quad \ldots \quad \mu(t_{2n-1}) = t_{2n} - t_{2n-1},
\]

and the solution, \( y(t) \), of the initial value problem

\[
y^\Delta = p(t)y, \quad y(t_0) = y_0 \text{ on } T
\]  \hspace{1cm} (4.1.4)

is given by

\[
y(t) = \begin{cases} 
    y_0 e^{\int_0^t p(\tau) \, d\tau}, & t_0 \leq t \leq t_1 \\
    (1 + p(t_1)\mu(t_1))y_0 e^{\int_0^t p(\tau) \, d\tau} e^{\int_0^{t_2} p(\tau) \, d\tau}, & t_2 \leq t \leq t_3 \\
    (1 + p(t_1)\mu(t_1))(1 + p(t_3)\mu(t_3))y_0 e^{\int_0^t p(\tau) \, d\tau} e^{\int_0^{t_4} p(\tau) \, d\tau} e^{\int_0^{t_5} p(\tau) \, d\tau}, & t_4 \leq t \leq t_5 \\
    \vdots \\
    \left( \prod_{i=0}^{n-1} (1 + p(t_{2i+1})\mu(t_{2i+1}))y_0 e^{\int_0^{t_{2i+1}} p(\tau) \, d\tau} \right) e^{\int_0^{t_{2n}} p(\tau) \, d\tau}, & t_{2n} \leq t \leq t_{2n+1}.
\end{cases}
\]
Proof. We will prove by induction. The case of one jump has been verified in Theorem 22.

Now let us assume that for \( k \) jumps,

\[
y(t) = \begin{cases} 
  y_0 e^{\int_{t_0}^{t_1} p(\tau) d\tau}, & t_0 \leq t \leq t_1 \\
  (1 + p(t_1) \mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau) d\tau} e^{\int_{t_1}^{t_2} p(\tau) d\tau}, & t_2 \leq t \leq t_3 \\
  (1 + p(t_3) \mu(t_3)) (1 + p(t_1) \mu(t_1)) y_0 e^{\int_{t_0}^{t_1} p(\tau) d\tau} e^{\int_{t_1}^{t_2} p(\tau) d\tau} e^{\int_{t_2}^{t_3} p(\tau) d\tau}, & t_4 \leq t \leq t_5 \\
  \vdots & \vdots \\
  \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1}) \mu(t_{2i+1})) y_0 e^{\int_{t_{2i+1}}^{t_{2i+1}} p(\tau) d\tau} \right) e^{\int_{t_0}^{t_{2k}} p(\tau) d\tau}, & t_{2k} \leq t \leq t_{2k+1}.
\end{cases}
\]

We shall now show for \( (k + 1) \) jumps.

Where \( t_{2k+1} \) is the end point in our sequence. We shall call this end point \( \eta \). Without loss of generality, we will sub-divide our last interval \([t_{2k}, t_{2k+1}]\) and define a new sequence

\[
t_i = \tilde{t}_i, \quad \text{for } i = 0, 1, \ldots, t_{2k}.
\]

Let \( \tilde{t}_{2k+1}, \tilde{t}_{2(k+1)} \in (t_{2k}, t_{2k+1}) \), and

\[
\eta = \tilde{t}_{2(k+1)+1} = t_{2k+1}.
\]

Now for \( t \in [\tilde{t}_{2k}, \tilde{t}_{2k+1}] \) the solution of the first order dynamic equation is

\[
\left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1}) \mu(t_{2i+1})) y_0 e^{\int_{t_{2i+1}}^{t_{2i+1}} p(\tau) d\tau} \right) e^{\int_{t_{2k}}^{t_{2k+1}} p(\tau) d\tau}.
\]

Now for \([\tilde{t}_{2(k+1)}, \tilde{t}_{2(k+1)+1}]\) the solution is given by

\[
y(t) = y(\tilde{t}_{2(k+1)}) e^{\int_{\tilde{t}_{2(k+1)}}^{t} p(\tau) d\tau} \quad \text{for } t \in [\tilde{t}_{2(k+1)}, \tilde{t}_{2(k+1)+1}]
\]
Using Theorem 3 part 4, we have

\[ y(\tilde{t}_{2(k+1)}) = y(\sigma(\tilde{t}_{2(k+1)})) = y(\tilde{t}_{2k+1}) + \mu(\tilde{t}_{2k+1})y^\Delta(\tilde{t}_{2k+1}) \]

\[ = \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{\tilde{t}_{2i+1}}^{\tilde{t}_{2k+1}} p(\tau)d\tau} \right) e^{\int_{\tilde{t}_{2k+1}}^{\tilde{t}_{2k}} p(\tau)d\tau} + \mu(\tilde{t}_{2k+1})p(\tilde{t}_{2k+1})y(\tilde{t}_{2k+1}) \]

\[ = \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{\tilde{t}_{2i+1}}^{\tilde{t}_{2k+1}} p(\tau)d\tau} \right) e^{\int_{\tilde{t}_{2k+1}}^{\tilde{t}_{2k}} p(\tau)d\tau} \]

\[ + \mu(\tilde{t}_{2k+1})p(\tilde{t}_{2k+1}) \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{\tilde{t}_{2i+1}}^{\tilde{t}_{2k+1}} p(\tau)d\tau} \right) e^{\int_{\tilde{t}_{2k+1}}^{\tilde{t}_{2k}} p(\tau)d\tau} \]

\[ = \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{\tilde{t}_{2i+1}}^{\tilde{t}_{2k+1}} p(\tau)d\tau} \right) e^{\int_{\tilde{t}_{2k+1}}^{\tilde{t}_{2k}} p(\tau)d\tau} \]

So that (4.1.5) becomes

\[ y(t) = \left( \prod_{i=0}^{k-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{\tilde{t}_{2i+1}}^{\tilde{t}_{2k+1}} p(\tau)d\tau} \right) e^{\int_{\tilde{t}_{2k+1}}^{\tilde{t}_{2k}+1} p(\tau)d\tau} \]

for \( t \in [\tilde{t}_{2(k+1)}, t_{2(k+1)}] \).

\[ \square \]

4.2 Solution of First Order Dynamic Equation using Heaviside Function

The solution of the IVP (4.1.1) when there are jumps in the time scale is a collection of piecewise functions on \( T \). However, we can use an Heaviside function to collect all the component functions.

**Definition 15.** An Heaviside function is defined as follows,

\[ U(t-a) = \begin{cases} 
0, & 0 \leq t < a \\
1, & a \leq t 
\end{cases} \]

Where it is understood that multiplying any function \( f(t) \) by \( U(t-a) \) means that \( f(t) \) is ‘turned off’ before \( t = a \) and ‘turned on’ starting at \( t = a \). We can rewrite the piecewise
functions that define the solutions in Theorem 22, Corollary 23, and Theorem 24 as a
collection of component functions that are being ‘turned on’ and ‘turned off’ at different
points. Hence, we state the following corollaries.

**Corollary 25.** For \( t_0 \in \mathbb{T} \), \( t_0 \geq 0 \), the exponential function in Theorem 22 can be written
as a collection of component functions using the Heaviside function as

\[
e_p(t, t_0) = y_0 e^{\int_0^{t_0} p(\tau) d\tau} U(t - t_0) - y_0 e^{\int_0^{t_1} p(\tau) d\tau} U(t - t_2)
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_{t_2}^{t_1} p(\tau) d\tau} U(t - t_2)
\]

where \( \mathbb{T} = [t_0, t_1] \cup [t_2, t_3] \).

In the above corollary, at \( t = t_0 \),

\[
e_p(t_0, t_0) = y_0 e^{\int_0^{t_0} p(\tau) d\tau} U(t_0 - t_0) - y_0 e^{\int_0^{t_1} p(\tau) d\tau} U(t_0 - t_2)
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_{t_2}^{t_1} p(\tau) d\tau} U(t_0 - t_2)
= y_0 e^{\int_0^{t_0} p(\tau) d\tau} \times 1 - y_0 e^{\int_0^{t_0} p(\tau) d\tau} \times 0
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_{t_2}^{t_1} p(\tau) d\tau} \times 0
= y_0.
\]

At \( t = t_1 \),

\[
e_p(t_1, t_0) = y_0 e^{\int_0^{t_1} p(\tau) d\tau} U(t_1 - t_0) - y_0 e^{\int_0^{t_1} p(\tau) d\tau} U(t_1 - t_2)
= 0
\]

So that we can write

\[
e_p(t, t_0) = y_0 e^{\int_0^{t_0} p(\tau) d\tau} \quad \forall \ t \in [t_0, t_1].
\]
At \( t = t_2 \),

\[
e_p(t_2, t_0) = y_0 e^{\int_0^{t_2} p(\tau) d\tau} U(t_2 - t_0) - y_0 e^{\int_0^{t_2} p(\tau) d\tau} U(t_2 - t_2) \\
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_2} p(\tau) d\tau} e^{\int_0^{t_2} p(\tau) d\tau} U(t_2 - t_2) \\
= y_0 e^{\int_0^{t_2} p(\tau) d\tau} \times 1 - y_0 e^{\int_0^{t_2} p(\tau) d\tau} \times 1 \\
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_2} p(\tau) d\tau} \times 1 \\
= (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau},
\]

and at \( t = t_3 \),

\[
e_p(t_3, t_0) = y_0 e^{\int_0^{t_3} p(\tau) d\tau} U(t_3 - t_0) - y_0 e^{\int_0^{t_3} p(\tau) d\tau} U(t_3 - t_2) \\
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_3} p(\tau) d\tau} e^{\int_0^{t_3} p(\tau) d\tau} U(t_3 - t_2) \\
= y_0 e^{\int_0^{t_3} p(\tau) d\tau} \times 1 - y_0 e^{\int_0^{t_3} p(\tau) d\tau} \times 1 \\
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_3} p(\tau) d\tau} \times 1 \\
= (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_3} p(\tau) d\tau}.
\]

So that we can write

\[
e_p(t, t_0) = (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_1} p(\tau) d\tau} \quad \forall t \in [t_2, t_3].
\]

We have similar results for Corollary 23 and Theorem 24.

**Corollary 26.** For \( t_0 \in \mathbb{T}, t_0 \geq 0 \), the exponential function in Corollary 23 can be written as a collection of component functions using the Heaviside function as

\[
e_p(t, t_0) = y_0 e^{\int_0^{t_2} p(\tau) d\tau} U(t - t_0) - y_0 e^{\int_0^{t_2} p(\tau) d\tau} U(t - t_2) \\
+ (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_2} p(\tau) d\tau} e^{\int_0^{t_2} p(\tau) d\tau} U(t - t_2) \\
- (1 + p(t_1) \mu(t_1)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_2} p(\tau) d\tau} U(t - t_4) \\
+ (1 + p(t_1) \mu(t_1))(1 + p(t_3) \mu(t_3)) y_0 e^{\int_0^{t_1} p(\tau) d\tau} e^{\int_0^{t_3} p(\tau) d\tau} e^{\int_0^{t_4} p(\tau) d\tau} U(t - t_4),
\]
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where $T = [t_0, t_1] \cup [t_2, t_3] \cup [t_4, t_5]$

**Corollary 27.** For $t_0 \in T$, $t_0 \geq 0$, the exponential function in Theorem 24 can be written as a collection of component functions using the Heaviside function as

$$
e p(t, t_0) = y_0 e^{\int_{t_0}^{t} p(\tau) d\tau} U(t - t_0) - y_0 e^{\int_{0}^{t_0} p(\tau) d\tau} U(t - t_2)
+ (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{0}^{t_1} p(\tau) d\tau} e^{\int_{t_2}^{t_1} p(\tau) d\tau} U(t - t_2)
- (1 + p(t_1)\mu(t_1)) y_0 e^{\int_{0}^{t_1} p(\tau) d\tau} e^{\int_{t_2}^{t_1} p(\tau) d\tau} U(t - t_4)
+ (1 + p(t_1)\mu(t_1))(1 + p(t_3)\mu(t_3)) y_0 e^{\int_{t_1}^{t_{2i+1}} p(\tau) d\tau} e^{\int_{t_{2i+2}}^{t_{2i+1}} p(\tau) d\tau} e^{\int_{t_{2i+1}}^{t_4} p(\tau) d\tau} U(t - t_4)
- \cdots - \left(\prod_{i=0}^{n-2} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{t_{2i+1}}^{t_{2i+2}} p(\tau) d\tau} U(t - t_{2n-2})\right)
+ \left(\prod_{i=0}^{n-1} (1 + p(t_{2i+1})\mu(t_{2i+1})) y_0 e^{\int_{t_{2i+1}}^{t_{2i+2}} p(\tau) d\tau} e^{\int_{t_{2n+1}}^{t_{2i+1}} p(\tau) d\tau} U(t - t_{2n})\right),$$

where $T = [t_0, t_1] \cup [t_2, t_3] \cup [t_4, t_5] \cup \cdots \cup [t_{2n}, t_{2n+1}]$ (n jumps).

### 4.3 First Order Dynamic Equation with Uniform Jump(s)

In Section 4.1, we had Theorem 24 which gave us the solution of the first order homogeneous dynamic equation (2.5.1), $y(t_0) = y_0$ on a time scale $T$ when there are jumps in $T$.

We state the next theorem for the special case when the jumps in $T$ have the same size.

**Theorem 28** (Uniform jump(s)). Assume $y^\triangle = p(t)y$ is regressive with initial conditions $y(0) = 1$ on $T$, where

$$T = \bigcup_{i=0}^{n} [2ih, (2i + 1)h], \quad i \in \mathbb{N}_0 \text{ and (n jumps)}$$

$$= [0, h] \cup [2h, 3h] \cup [4h, 5h] \cup \cdots \cup [2nh, (2n + 1)h] \text{ (n jumps)}.$$

with $h > 0$.

Then the solution $e p(t, 0)$ of the initial value problem

$$y^\triangle = p(t)y, \quad y(0) = 1 \text{ on } T \quad (4.3.1)$$
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We will now show for the solution of the initial value problem

\[ y(t, 0) = \left( \prod_{j=0}^{i-1} (1 + hp((2j + 1)h)) e^{(2j+1)h} p(\tau)\Delta \tau \right) e^{(2i+1)h} p(\tau)\Delta \tau, \quad t \in [2ih, (2i + 1)h] \]

for \( i \in \mathbb{N}_0 \)

**Proof.** Let \( \mathbb{T} = \bigcup_{i=0}^{n} [2ih, (2i + 1)h] \) be a time scale with uniform jumps, and \( y^\Delta = p(t)y \) be regressive with initial condition \( y(0) = 1 \). By Theorem 17, \( y(t) = e_p(t, 0) \), where \( y(t) \) is the solution of the initial value problem \( y^\Delta(t) = p(t)y(t), \ y(0) = 1 \).

If \( n = 0 \) (no jump in \( \mathbb{T} \)), \( \mathbb{T} = [0, h] \) and

\[ y(t) = e_p(t, 0) = e^{th} p(\tau)\Delta \tau \text{ on } t \in [0, h]. \]

Next, if \( n = 1 \) (one jump in \( \mathbb{T} \)), \( \mathbb{T} = [0, h] \cup [2h, 3h] \). Note that the magnitude of the jump is \( h \). Using Theorem 24

\[ y(t) = e_p(t, 0) = (1 + hp(h)) e^{th} p(\tau)\Delta \tau e^{(2)h} p(\tau)\Delta \tau \text{ on } t \in [2h, 3h]. \]

Next, if \( n = 2 \) (two jumps in \( \mathbb{T} \)), \( \mathbb{T} = [0, h] \cup [2h, 3h] \cup [4h, 5h] \). Using Theorem 24 also

\[ y(t) = e_p(t, 0) = (1 + hp(h))(1 + hp(3h)) e^{th} p(\tau)\Delta \tau e^{(3)h} p(\tau)\Delta \tau \]

\[ \quad \quad = \left( \prod_{j=0}^{2-1} (1 + hp((2j + 1)h)) e^{(2j+1)h} p(\tau)\Delta \tau \right) e^{(3)h} p(\tau)\Delta \tau \text{ on } t \in [4h, 5h]. \]

Now, proceeding by induction, we assume that for \( n = k \) (\( k \) jumps in \( \mathbb{T} \)),

\[ y(t) = e_p(t, 0) = \left( \prod_{j=0}^{k-1} (1 + hp((2j + 1)h)) e^{(2j+1)h} p(\tau)\Delta \tau \right) e^{(k)h} p(\tau)\Delta \tau \text{ on } t \in [kh, (2k + 1)h] \]

We will now show for \( n = k + 1 \) (\( k + 1 \) jumps in \( \mathbb{T} \)). The first order dynamic equation \( y^\Delta = p(t)y \), where \( t \in [(2k + 1) + 1)h, ((2k + 1) + 2)h] \) has solution given by

\[ y(t) = y(((2k + 1) + 1)h) e^{((2k+1)+1)h} p(\tau)\Delta \tau, \quad t \in [(2k + 1) + 1)h, ((2k + 1) + 2)h]. \]
Using Theorem 3 part 4, we have

\[ y((2k + 1) + 1)h) = y(\sigma(2k + 1)h) = y((2k + 1)h) + hy^{\Delta}((2k + 1)h) \]

\[ = \left( \prod_{j=0}^{k-1} (1 + hp((2j + 1)h))e^{(2j+1)h}_\tau p(\tau)\Delta \tau \right) e^{(2k+1)h}_\tau p(\tau)\Delta \tau + hp(h)y((2k + 1)h) \]

\[ = \left( \prod_{j=0}^{k-1} (1 + hp((2j + 1)h))e^{(2j+1)h}_\tau p(\tau)\Delta \tau \right) e^{(2k+1)h}_\tau p(\tau)\Delta \tau \]

\[ + hp(h) \left( \prod_{j=0}^{k-1} (1 + hp((2j + 1)h))e^{(2j+1)h}_\tau p(\tau)\Delta \tau \right) e^{(2k+1)h}_\tau p(\tau)\Delta \tau \]

\[ = \prod_{j=0}^{k} (1 + hp((2j + 1)h))e^{(2j+1)h}_\tau p(\tau)\Delta \tau \]

So that (4.3.3) becomes

\[ y(t) = \left( \prod_{j=0}^{k} (1 + hp((2j + 1)h))e^{(2j+1)h}_\tau p(\tau)\Delta \tau \right) e^{1/(2k+1)h+1}_\tau p(\tau)\Delta \tau. \]

for \( t \in [(2k + 1)h + 1, (2k + 1)h + 2]. \)

Hence, by induction

\[ e_p(t, 0) = \left( \prod_{j=0}^{i-1} (1 + hp((2j + 1)h)) e^{(2j+1)h}_\tau p(\tau)\Delta \tau \right) e^{i/2i}_\tau p(\tau)\Delta \tau, \quad t \in [2ih, (2i + 1)h]. \]

\[ \square \]

4.4 First Order Dynamic Equation on an Isolated Time Scale

Now consider a time scale \( \mathbb{T} \) of isolated points. In this special case, there is a jump between every point in \( \mathbb{T} \) \([3]\). We state the following theorem.

**Theorem 29.** Assume \( y^{\Delta} = p(t)y \) is regressive with initial condition \( y(t_0) = 1 \) on \( \mathbb{T} = \{t_0, t_1, t_2, \ldots\} \) an isolated time scale. Then the solution \( e_p(t, 0) \) of the initial value prob-
lem.

\[ e_p(t_n, t_0) = \prod_{i=0}^{n-1} (1 + \mu(t_i)p(t_i)) \]  \hspace{1cm} (4.4.1)

for \( n \in \mathbb{N}_0 \)

**Proof.** Let \( \mathbb{T} = \{t_0, t_1, t_2, \cdots \} \) be an isolated time scale, and \( y^\Delta = p(t)y \) is regressive with initial condition \( y(t_0) = 1 \). By Theorem 17, \( y(t) = e_p(t, t_0) \), where \( y(t) \) is the solution of the initial value problem \( y^\Delta(t) = p(t)y(t), \ y(t_0) = 1 \).

Now, since every point in \( \mathbb{T} \) is right scattered, \((\mu(t) > 0) \ \forall \ t \in \mathbb{T} \). So, using the Simple Useful Formula Theorem 3 part 4

\[
y(\sigma(t)) = y(t) + \mu(t)y^\Delta(t)
\]

\[
= y(t) + \mu(t)p(t)y(t)
\]

\[
= (1 + \mu(t)p(t))y(t).
\]

Since \( e_p(t_0, t_0) = 1 \) and \( \sigma(t_0) = t_1 \) so

\[
e_p(t_1, t_0) = e_p(\sigma(t_0), t_0)
\]

\[
= y(\sigma(t_0))
\]

\[
= (1 + \mu(t_0)p(t_0))e_p(t_0, t_0)
\]

\[
= (1 + \mu(t_0)p(t_0)).
\]

Now, proceeding by induction, we assume that

\[
e_p(t_k, t_0) = \prod_{i=0}^{k-1} (1 + \mu(t_i)p(t_i)), \ \text{for} \ k > 1.
\]
So for $k + 1$, we have

\[ e_p(t_{k+1}, t_0) = e_p(\sigma(t_k), t_0) \]
\[ = y(\sigma(t_k)) \]
\[ = (1 + \mu(t_k)p(t_k))e_p(t_k, t_0) \]
\[ = (1 + \mu(t_k)p(t_k)) \prod_{i=0}^{k-1} (1 + \mu(t_i)p(t_i)) \]
\[ = \prod_{i=0}^{k} (1 + \mu(t_i)p(t_i)). \]

Hence, by induction $e_p(t_n, t_0) = \prod_{i=0}^{n-1} (1 + \mu(t_i)p(t_i))$, for all $t_n \in \mathbb{T}$. \qed
Chapter 5

Numerical Solution of a First Order Dynamic Equation with Jumps

We also solved the IVP $y^{\Delta}(t) = \frac{1}{3}y(t)$ with $y^{\Delta}(0) = \frac{1}{3}$ numerically. We started by writing the Taylor’s series expansion using discrete notation,

$$y^{n+1} = y^n + kF[y^n, t^n] + \frac{k^2}{2} F'[y^n, t^n] + \frac{k^3}{6} F''[y^n, t^n] + \ldots$$

Then truncating the Taylor’s series from the $F'[y^n, t^n]$ term the Euler’s method is obtained.

$$y^{n+1} = y^n + kF[y^n, t^n].$$

The right hand side of our dynamic equation $y^{\Delta}(t) = \frac{1}{3}y(t)$ in discrete notation is written as $F[y, t] = \frac{1}{3}y$ , with initial condition $y^0 = 1$ so that $F[y^n, t^n] = \frac{1}{3}y^n$. Therefore, the Euler’s method is the iteration

$$y^0 = 1$$

$$y^{n+1} = y^n + k \left( \frac{1}{3}y^n \right)$$

we used the step size of $k = 0.01$ on the grid $[0,10]$. 
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5.1 Numerical Solutions of a First Order Dynamic Equation on Time Scales with Non-Uniform Jumps

In Chapter 4, we gave an analytical description of the solution of the IVP (2.5.2) on a time scale with non-uniform and uniform jumps. So in this section, we solved numerically the IVP $y^\Delta(t) = \frac{1}{3}y(t)$ with $y^\Delta(0) = \frac{1}{3}$ and considered our grid $T = [0,10]$ as a time scale.

To see what the solution will look like if there were arbitrary jumps in our time scale, we considered $T_0 = [0,10]$. We obtained a subset $T_1$ of $T_0$ by removing the open 'middle third', the interval $(\frac{10}{3}, \frac{20}{3})$ from $T_0$. $T_2$ is obtained by removing the two open middle thirds of $T_1$, the two open intervals $(\frac{10}{9}, \frac{20}{9})$ and $(\frac{70}{9}, \frac{80}{9})$. $T_3$ is obtained by removing the four open middle thirds of $T_2$, the four open intervals $(\frac{10}{27}, \frac{20}{27}), (\frac{70}{27}, \frac{80}{27}), (\frac{190}{27}, \frac{200}{27})$ and $(\frac{250}{27}, \frac{260}{27})$.

Then we used the Euler’s method to obtain the solution plot on $T_0$, $T_1$, $T_2$ and $T_3$. In $T_1$, the grid starts from 0 to $\frac{10}{3}$ and then continues from $\frac{20}{3}$ up to 10. So we used the Euler’s iteration from 0 to $\frac{10}{3}$ and from $\frac{20}{3}$ to 10. We chose $k$ (the step size) such that the point $\frac{10}{3}$ is included in the grid $[0,\frac{10}{3}]$ and $\frac{20}{3}$ is included in the grid $[\frac{20}{3},10]$. Suppose we wanted 500 discrete points in both grids, then $k = \frac{(final \ point \ in \ grid)}{500}$, so for $[0,\frac{10}{3}]$

$$k = \frac{\frac{10}{3}}{500} = 0.0067,$$

we used the same step size in the grid $[\frac{20}{3},10]$ since it is identical to $[0,\frac{10}{3}]$. So Using the discrete notation, the initial condition $y^0 = 1$ gives us the solution at 0. Using Theorem 24 we obtain $y^{\frac{20}{3}}$ as

$$y^{\frac{20}{3}} = \left(1 + \frac{1}{3} \cdot \frac{10}{3}\right) \cdot e^{\frac{10}{3}} = \left(\frac{19}{9}\right) \cdot e^{\frac{10}{3}}$$

\(^1\)Euler’s method was implemented on the Python language and the code is included in the Appendix. There is a description of the solution value at each left scattered points in our time scale.
Therefore, the Euler’s method iteration from $\frac{20}{3}$ in our grid becomes

$$y^0 \equiv y^{\frac{20}{3}} = \left(\frac{19}{9}\right) \cdot e^{\frac{10}{9}}$$

$$y^{n+1} = y^n + k \left(\frac{1}{3}y^n\right).$$

Similarly in $T_2$, the grid starts from 0 to $\frac{10}{9}$, continues from $\frac{20}{9}$ to $\frac{10}{3}$ and continues from $\frac{20}{3}$ to $\frac{70}{9}$ and then from $\frac{80}{9}$ to 10. So the Euler’s iteration is used from 0 to $\frac{10}{9}$, $\frac{20}{9}$ to $\frac{10}{3}$, $\frac{20}{3}$ to $\frac{70}{9}$ and from $\frac{80}{9}$ to 10. We chose $k$ (the step size) such that the point $\frac{10}{9}$ is included in the grid $[0, \frac{10}{9}]$, $\frac{20}{9}$ and $\frac{10}{3}$ are included in the grid $[\frac{20}{9}, \frac{10}{3}]$, $\frac{20}{3}$ and $\frac{70}{9}$ are included in the grid $[\frac{20}{3}, \frac{70}{9}]$ and $\frac{80}{9}$ is included in the grid $[\frac{80}{9}, 10]$. Suppose we wanted 500 discrete points in the three grids, then $k = (\text{final point in grid})/500$, so for $[0, \frac{10}{9}]$

$$k = \frac{\frac{10}{9}}{500} = 0.0022.$$  

We used the same step size in the grid $[\frac{20}{9}, \frac{10}{3}]$, $[\frac{20}{3}, \frac{70}{9}]$ and $[\frac{80}{9}, 10]$ since they are identical to $[0, \frac{10}{9}]$. Theorem 24 also gives us $y^{\frac{20}{9}}$ as

$$y^{\frac{20}{9}} = \left(1 + \frac{1}{3} \cdot \frac{10}{9}\right) \cdot e^{\frac{10}{27}}$$

$$= \left(\frac{37}{27}\right) \cdot e^{\frac{10}{27}}.$$  

Therefore, the Euler’s method iteration from $\frac{20}{9}$ to $\frac{30}{9}$ becomes

$$y^0 \equiv y^{\frac{20}{9}} = \left(\frac{37}{27}\right) \cdot e^{\frac{10}{27}}$$

$$y^{n+1} = y^n + k \left(\frac{1}{3}y^n\right),$$
where we used step size \( k = 0.0022 \).

Also by Theorem 24 we obtain \( y^{20/3} \) as

\[
y^{20/3} = \left(1 + \frac{1}{3} \cdot \frac{10}{9}\right) \cdot \left(1 + \frac{1}{3} \cdot \frac{10}{3}\right) \cdot e^{20/27}
\]

\[
= \left(\frac{37}{27}\right) \cdot \left(\frac{19}{9}\right) \cdot e^{20/27}.
\]

Therefore, the Euler’s method iteration from \( \frac{20}{3} \) to \( \frac{70}{9} \) becomes

\[
y^0 \equiv y^{20/3} = \left(\frac{37}{27}\right) \cdot \left(\frac{19}{9}\right) \cdot e^{20/27}
\]

\[
y^{n+1} = y^n + k \left(\frac{1}{3} y^n\right),
\]

where we used step size \( k = 0.0022 \).

And by Theorem 24, \( y^{80/9} \) is

\[
y^{80/9} = \left(1 + \frac{1}{3} \cdot \frac{10}{9}\right) \cdot \left(1 + \frac{1}{3} \cdot \frac{10}{3}\right) \cdot \left(1 + \frac{1}{3} \cdot \frac{10}{9}\right) \cdot e^{20/27}
\]

\[
= \left(\frac{37}{27}\right)^2 \cdot \left(\frac{19}{9}\right) \cdot e^{30/27}.
\]

Therefore, the Euler’s method iteration from \( \frac{80}{9} \) to 10 becomes

\[
y^0 \equiv y^{80/9} = \left(\frac{37}{27}\right)^2 \cdot \left(\frac{19}{9}\right) \cdot e^{30/27}
\]

\[
y^{n+1} = y^n + k \left(\frac{1}{3} y^n\right),
\]

where we used step size \( k = 0.0022 \).

Following the process described above, we implemented the Euler’s method on \( T_3 \) as well. The figures that follow are the solution plot of the IVP \( y^\Delta(t) = \frac{1}{3} y(t), \ y^\Delta(0) = \frac{1}{3} \) on \( T_0, T_1, T_2, T_3 \).
Figure 5.1: Solution plot of \( y^{\Delta}(t) = \frac{1}{3} y(t), \quad y^{\Delta}(0) = \frac{1}{3} \) on (a) \( T_0 \). (b) \( T_1 \). (c) \( T_2 \). (d) \( T_3 \)

Figure 5.2: Solution of \( y^{\Delta}(t) = \frac{1}{3} y(t), \quad y^{\Delta}(0) = \frac{1}{3} \) on \( T_0, T_1, T_2 \) and \( T_3 \)
5.2 Numerical Solution of a First Order Dynamic Equation on a Time Scale with Uniform Jumps

We will solve the IVP \( y^{\Delta}(t) = \frac{1}{3} y(t) \) with \( y^{\Delta}(0) = \frac{1}{3} \) on a time scale with uniform jumps numerically. Like we did in the previous section, we will consider our grid \( T' = [0, 10] \) as a time scale. To see what the solution will look like if there were uniform jumps in our time scale, we considered \( T'_0 = [0, 10] \). We obtained a subset \( T'_1 \) of \( T'_0 \) by slicing \( T'_0 \) into three intervals, the intervals \([0, \frac{10}{3}]\), \((\frac{10}{3}, \frac{20}{3})\) and \([\frac{20}{3}, 10]\), where our jump is the interval \((\frac{10}{3}, \frac{20}{3})\). \( T'_2 \) is obtained by slicing \( T'_0 \) into five intervals, the intervals \([0, 2]\), \((2, 4)\), \((4, 6)\), \((6, 8)\) and \((8, 10)\), where our jumps are the intervals \((2, 4)\) and \((6, 8)\). Similarly \( T'_3 \) is obtained by slicing \( T'_0 \) into seven intervals, the intervals \([0, \frac{10}{3}]\), \((\frac{10}{3}, \frac{20}{3})\), \((\frac{20}{3}, \frac{30}{3})\), \((\frac{30}{3}, \frac{40}{3})\), \((\frac{40}{3}, \frac{50}{3})\), \((\frac{50}{3}, \frac{60}{3})\), \([\frac{60}{3}, 10]\), where our jumps are the intervals \((\frac{10}{3}, \frac{20}{3})\), \((\frac{30}{3}, \frac{40}{3})\) and \((\frac{50}{3}, \frac{60}{3})\). Then we used the Euler’s method to obtain the solution plot on \( T'_0, T'_1, T'_2 \) and \( T'_3 \). In \( T'_1 \), the grid starts from 0 to \( \frac{10}{3} \) and then continues from \( \frac{20}{3} \) up to 10. So we used the Euler’s iteration from 0 to \( \frac{10}{3} \) and from \( \frac{20}{3} \) to 10. We chose \( k \) (the step size) such that the point \( \frac{10}{3} \) is included in the grid \([0, \frac{10}{3}]\) and \( \frac{20}{3} \) is included in the grid \([\frac{20}{3}, 10]\). Suppose we wanted 500 discrete points in both grids. Then \( k = (\text{final point in grid})/500 \), so for \([0, \frac{10}{3}]\)

\[
k = \frac{10}{3} \cdot \frac{1}{500} = 0.0067.
\]

We used the same step size in the grid \([\frac{20}{3}, 10]\) since it is identical to \([0, \frac{10}{3}]\). Using the discrete notation, the initial condition \( y^0 = 1 \) gives us the solution at 0. Using Theorem 24 we obtain \( y^{\frac{20}{3}} \) as

\[
y^{\frac{20}{3}} = (1 + \frac{1}{3} \cdot \frac{10}{3}) \cdot e^{\frac{10}{3}} = \left(\frac{19}{9}\right) \cdot e^{\frac{10}{3}}.
\]
Therefore, the Euler’s method iteration from $\frac{20}{3}$ in our grid becomes

\begin{align*}
y^0 &= y_{\frac{20}{3}} = \left( \frac{19}{9} \right) \cdot e^{\frac{20}{3}} \\
y^{n+1} &= y^n + k \left( \frac{1}{3} y^n \right).
\end{align*}

Similarly in $T_2$, the grid starts from 0 to 2, continues from 4 to 6 and from 8 to 10. So the Euler’s iteration is used from 0 to 2, 4 to 6 and from 8 to 10. We chose $k$ (the step size) such that the point 2 is included in the grid $[0, 2]$, 4 and 6 are included in the grid $[4, 6]$ and 8 is included in the grid $[8, 10]$. Suppose we wanted 500 discrete points in the three grids. Then $k = \frac{\text{(final point in grid)}/500}{\text{for [0, 2]}}$

\begin{equation*}
k = \frac{2}{500} = 0.004.
\end{equation*}

We used the same step size in the grid $[4, 6]$ and $[8, 10]$ since they are identical to $[0, 2]$. Theorem 24 also gives us $y^4$ as

\begin{align*}
y^4 &= \left( 1 + \frac{1}{3} \cdot 2 \right) \cdot e^{\frac{2}{3}} \\
&= \left( \frac{5}{3} \right) \cdot e^{\frac{2}{3}}.
\end{align*}

Therefore, the Euler’s method iteration from 4 to 6 becomes

\begin{align*}
y^0 &= y^4 = \left( \frac{5}{3} \right) \cdot e^{\frac{2}{3}} \\
y^{n+1} &= y^n + k \left( \frac{1}{3} y^n \right),
\end{align*}
where we used step size $k = 0.004$.

Also by Theorem 24 we obtain $y^8$ as

$$y^8 = \left(1 + \frac{1}{3} \cdot 2\right) \cdot \left(1 + \frac{1}{3} \cdot 2\right) \cdot e^{\frac{4}{3}}$$

$$= \left(\frac{5}{3}\right)^2 \cdot e^{\frac{4}{3}}.$$  

Therefore, the Euler’s method iteration from 8 to 10 becomes

$$y^0 \equiv y^8 = \left(\frac{5}{3}\right)^2 \cdot e^{\frac{4}{3}}$$

$$y^{n+1} = y^n + k \left(\frac{1}{3} y^n\right),$$

where we used step size $k = 0.004$.

Following the process described above, we implemented the Euler’s method on $T^{3'}$ as well.

The figures that follow are the solution plots of the IVP $y^\Delta(t) = \frac{1}{3} y(t)$, $y^\Delta(0) = \frac{1}{3}$ on $T^{0}, T^{1}, T^{2}, T^{3'}$. 
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Figure 5.3: Solution plot of $y^\Delta(t) = \frac{1}{3} y(t)$, $y^\Delta(0) = \frac{1}{3}$ on (a) $T'_0$, (b) $T'_1$, (c) $T'_2$, (d) $T'_3$

Figure 5.4: Solution of $y^\Delta(t) = \frac{1}{3} y(t)$, $y^\Delta(0) = \frac{1}{3}$ on $T'_0$, $T'_1$, $T'_2$ and $T'_3$
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Appendix B

Python code

# Solving DE on a time scale with no jump T = [0, 10]
# y' = (1/3)*y(t)
# y(t) = exp((1/3)*t)

from pylab import *
N1 = 500 # k=0.01

def F(u,t):
    return (1.0/3)*u

def exactSolution(t):
    return exp((1.0*t)/3)

finalT = 10.0
y1 = zeros((N1,1))

tp1 = zeros((N1,1))

y1[0] = 1.0
tp1[0] = 0

dt1 = finalT/N1

for i in range(0,N1-1):
    y1[i+1] = y1[i] + dt1*F(y1[i],tp1[i])
    tp1[i+1] = tp1[i] + dt1

ex1 = exactSolution(tp1)
er1 = abs(ex1[-1] - y1[-1])
DT1 = dt1

print('Max error')
print er1

plot(tp1,y1,'b',tp1,ex1,'r--')
xlabel('t')
ylabel('$y(t)$')
legend(['numerical solution','exact solution'],loc='best')
axis([0,10,0,30])
show()

# Solving DE with 1-jump on a time scale T = [0,10]
# y' = (1/3)*y(t)
# y(t) = exp((1/3)*t)
from pylab import *

y0 = 1.0
N1 = 500  # k=0.01

def F(u,t):
    return (1.0/3)*u

def exactSolution1(t):
    return exp((1.0*t)/3)

def exactSolution2(t):
    return (19.0/9)*exp(10.0/9)*exp((t-(20.0/3))/3)

finalT1 = 10.0/3

y1 = zeros((N1,1))
y2 = zeros((N1,1))

tp1 = zeros((N1,1))
tp2 = zeros((N1,1))

y1[0] = 1.0
y2[0] = (19.0/9)*exp(10.0/9)

tp1[0] = 0
tp2[0] = 20.0/3

dt1 = finalT1/N1
for i in range(0,N1-1):
    y1[i+1] = y1[i] + dt1*F(y1[i],tp1[i])
    y2[i+1] = y2[i] + dt1*F(y2[i],tp2[i])
    tp1[i+1] = tp1[i] + dt1
    tp2[i+1] = tp2[i] + dt1

ex1 = exactSolution1(tp1)
ex2 = exactSolution2(tp2)
er1 = abs(ex1[-1] - y1[-1])
er2 = abs(ex2[-1] - y2[-1])
DT1 = dt1

print('Max error in First interval')
print er1
print('Max error in Second interval')
print er2

plot(tp1,y1,'b',tp1,ex1,'r--',tp2,y2,'b',tp2,ex2,'r--')
xlabel('t')
ylabel('$y(t)$')
legend(('numerical solution','exact solution'),loc='best')
axis([0,10,0,30])
show()

# Solving the DE with 2 uniform jumps on a time scale T=[0,10]
# y' = \frac{1}{3}y(t)
# y(t) = e^{\frac{1}{3}t}

from pylab import *
N1 = 500  # k=0.01

def F(u,t):
    return \frac{1.0}{3}u

def exactSolution1(t):
    return e^{\frac{1.0t}{3}}

def exactSolution2(t):
    return \frac{5.0}{3}e^{\frac{2.0}{3}}e^{\frac{t-4.0}{3}}

def exactSolution3(t):
    return \left(\frac{5.0}{3}\right)^{2}e^{\frac{4.0}{3}}e^{\frac{t-(8.0)}{3}}

finalT1 = 2.0

y1 = zeros((N1,1))
y2 = zeros((N1,1))
y3 = zeros((N1,1))

tp1 = zeros((N1,1))
tp2 = zeros((N1,1))
tp3 = zeros((N1,1))
y1[0] = 1.0
y2[0] = (5.0/3)*exp(2.0/3)
y3[0] = ((5.0/3)**2)*exp(4.0/3)

tp1[0] = 0
tp2[0] = 4.0
tp3[0] = 8.0

dt1 = finalT1/N1

for i in range(0,N1-1):
    y1[i+1] = y1[i] + dt1*F(y1[i],tp1[i])
    y2[i+1] = y2[i] + dt1*F(y2[i],tp2[i])
    y3[i+1] = y3[i] + dt1*F(y3[i],tp3[i])
    tp1[i+1] = tp1[i] + dt1
    tp2[i+1] = tp2[i] + dt1
    tp3[i+1] = tp3[i] + dt1

ex1 = exactSolution1(tp1)
ex2 = exactSolution2(tp2)
ex3 = exactSolution3(tp3)
er1 = abs(ex1[-1] - y1[-1])
er2 = abs(ex2[-1] - y2[-1])
er3 = abs(ex3[-1] - y3[-1])
DT1 = dt1

print('Max error in First interval')
print er1
print('Max error in Second interval')
print er2
print('Max error in Third interval')
print er3

plot(tp1,y1,'b',tp1,ex1,'r--',tp2,y2,'b',tp2,ex2,'r--',tp3,y3,'b',tp3,ex3,'r--')
xlabel('t')
ylabel('y(t)')
legend(('numerical solution','exact solution'),loc='best')
axis([0,10,0,30])
show()

# Solving the DE with 3 uniform jumps on T = [0,10]
# y' = (1/3)*y(t)
# y(t) = exp((1/3)*t)

from pylab import *
N1 = 500 # k=0.01

def F(u,t):
    return (1.0/3)*u

def exactSolution1(t):
    return exp((1.0*t)/3)

def exactSolution2(t):
return \((31.0/21)\times \exp\left(10.0/21\right)\times \exp\left((t-(20.0/7))/3\right)\)

def exactSolution3(t):
    return \(((31.0/21)^2)\times \exp\left(20.0/21\right)\times \exp\left((t-(40.0/7))/3\right)\)

def exactSolution4(t):
    return \(((31.0/21)^3)\times \exp\left(30.0/21\right)\times \exp\left((t-(60.0/7))/3\right)\)

finalT1 = 10.0/7

y1 = zeros((N1,1))
y2 = zeros((N1,1))
y3 = zeros((N1,1))
y4 = zeros((N1,1))

tp1 = zeros((N1,1))
tp2 = zeros((N1,1))
tp3 = zeros((N1,1))
tp4 = zeros((N1,1))

y1[0] = 1.0
y2[0] = \((31.0/21)\times \exp\left(10.0/21\right)\)

y3[0] = \(((31.0/21)^2)\times \exp\left(20.0/21\right)\)

y4[0] = \(((31.0/21)^3)\times \exp\left(30.0/21\right)\)

tp1[0] = 0

tp2[0] = 20.0/7

tp3[0] = 40.0/7

tp4[0] = 60.0/7
\[ dt1 = \text{finalT1}/N1 \]

\[
\text{for } i \text{ in range}(0,N1-1):
\]
\[
\quad y1[i+1] = y1[i] + dt1*F(y1[i],tp1[i])
\]
\[
\quad y2[i+1] = y2[i] + dt1*F(y2[i],tp2[i])
\]
\[
\quad y3[i+1] = y3[i] + dt1*F(y3[i],tp3[i])
\]
\[
\quad y4[i+1] = y4[i] + dt1*F(y4[i],tp4[i])
\]
\[
\quad tp1[i+1] = tp1[i] + dt1
\]
\[
\quad tp2[i+1] = tp2[i] + dt1
\]
\[
\quad tp3[i+1] = tp3[i] + dt1
\]
\[
\quad tp4[i+1] = tp4[i] + dt1
\]

\[
\text{ex1} = \text{exactSolution1}(tp1)
\]
\[
\text{ex2} = \text{exactSolution2}(tp2)
\]
\[
\text{ex3} = \text{exactSolution3}(tp3)
\]
\[
\text{ex4} = \text{exactSolution4}(tp4)
\]
\[
\text{er1} = \text{abs}(\text{ex1}[\text{-}1] - y1[\text{-}1])
\]
\[
\text{er2} = \text{abs}(\text{ex2}[\text{-}1] - y2[\text{-}1])
\]
\[
\text{er3} = \text{abs}(\text{ex3}[\text{-}1] - y3[\text{-}1])
\]
\[
\text{er4} = \text{abs}(\text{ex4}[\text{-}1] - y4[\text{-}1])
\]
\[
\text{DT1} = dt1
\]

\[
\text{print('Max error in First interval')}
\]
\[
\text{print er1}
\]
\[
\text{print('Max error in Second interval')}
\]
print er2
print('Max error in Third interval')
print er3
print('Max error in Fourth interval')
print er4

plot(tp1,y1,'b',tp1,ex1,'r--',tp2,y2,'b',tp2,ex2,'r--',tp3,y3,'b',tp3,ex3,'r--',
     tp4,y4,'b',tp4,ex4,'r--')
xlabel('t')
ylabel('$y(t)$')
legend(('numerical solution','exact solution'),loc='best')
axis([0,10,0,30])
show()
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