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ABSTRACT

This paper is concerned with finding a combinatorial Schur expansion of the modified Macdonald

polynomials. We will use the Robinson–Schensted–Knuth (RSK) algorithm to obtain the result for

a limited set of partition shapes, and we will use Foata’s bijection to extend the result to conjugate

shapes. We will explore possibilities for modifying the RSK algorithm in such a way that it could

be applied to obtain the result for more general shapes.
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CHAPTER 1

INTRODUCTION

In algebraic combinatorics, we are concerned with the interplay between algebraic structures and

combinatorics, where the combinatorics often involve permutations and tableaux. This paper

focuses on proving a special case of Macdonald’s conjecture, which deals with the Schur function

expansion of the modified Macdonald polynomials. Macdonald’s conjecture predicts that the

coefficients in the Schur function expansion, which comes from the algebraic study of vector spaces

and their bases, are the combinatorial generating function for certain statistics on tableaux.

The vector space under consideration in relation to the modified Macdonald polynomials is Λn,

the set of symmetric polynomials that are homogeneous of degree n. This vector space has a

number of known bases, including the Schur polynomials sμ, the elementary symmetric

polynomials eμ, the monomial symmetric polynomials mμ, the Hall–Littlewood polynomials, the

Jack symmetric polynomials, and the zonal symmetrical polynomials [3]. Of particular interest is

the Schur basis, which has both algebraic and combinatorial definitions, and which features

prominently in the representation theory of the symmetric group [2].

The original Macdonald polynomials Pμ(X; q, t), for X = {x1, x2, . . .} and certain values of

parameters q and t, specialize to several of these bases [3]. For instance: Pμ(X; q, q) = sμ,

Pμ(X; 1, t) = eμ, and Pμ(X; q, 1) = mμ. However, the original Macdonald polynomials are defined

in a way that makes them difficult to interpret combinatorially, and this is the motivation behind

the modified Macdonald polynomials H̃μ(X; q, t) (see [9]). The modified Macdonald polynomials

have a clear combinatorial definition, and can be transformed to the original Macdonald

polynomials Pμ(X; q, t) by an operation only involving the indeterminates q and t [3].

Furthermore, the modified Macdonald polynmials are a basis for the vector space Λn(q, t), the

symmetric and degree-n-homogeneous subset of Q(q, t)[X], the ring of formal power series in

X = {x1, x2, . . .} with coefficients in the field Q(q, t) (see [8]).

As it turns out, the modified Macdonald polynomials are themselves symmetric in X and

homogeneous [8]; that is, H̃μ(X; q, t) ∈ Λn. This implies that the modified Macdonald
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polynomials have an expansion in the Schur polynomial basis. Macdonald’s conjecture [9] states

that the coefficient of the Schur polynomial sλ in the Schur expansion of H̃μ(X; q, t) is

∑
T∈SYT(λ) q

ãμ(T )tb̃μ(T ), where SYT(λ) is a set of tableaux and ãμ and b̃μ are statistics on

tableaux. Macdonald’s conjecture has been proven for particular cases of partition shape μ,

including, for example, hook shapes and two-column shapes [3].

Loehr [7] has a proof for Macdonald’s conjecture when μ is a vertical strip, and in Chapter 6 of

this paper we adapt Loehr’s method to prove the conjecture for horizontal strips. The horizontal

strip case was also recently proven by Assaf using a different method [1]. Essential to our proof

method is the bijection provided by the Robinson–Schensted–Knuth (RSK) algorithm, the

properties of which we define and prove in Chapter 4, and also Foata’s bijection, which is

explored in Chapter 5.

Discovering a proof of Macdonald’s conjecture for general μ remains as a goal for further

research. In Chapter 7 we will examine certain approaches to this goal, including that of

designing new tableau statistics and designing a modified RSK algorithm.
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CHAPTER 2

BACKGROUND

Permutations can be viewed as words composed of unique letters, or alternatively as bijections

mapping from a set to itself. They are an important building block of combinatorics and are

fundamental to the definitions of symmetric functions and the RSK algorithm. Certain

permutation statistics have useful properties in algebraic combinatorics. In particular, the

inversion statistic and the major index statistic will be used in our proofs of Macdonald’s

conjecture in Chapter 6.

2.1 Permutations

Definition 2.1. A word of length n is an n-tuple π = π1π2 . . . πn where π1, π2, . . . , πn ∈ Z+. We

call each πi a letter.

Definition 2.2. A permutation of length n is a bijection π : {1, 2, . . . , n} → {1, 2, . . . , n}. A
permutation of length n may be expressed as a word of length n, π1π2 . . . πn, where π(i) = πi.

The set of all permutations of length n is denoted Sn.

Example 2.3. The word π = 3241 is a permutation π ∈ S4 where π(1) = 3, π(2) = 2, π(3) = 4,

and π(4) = 1.

Definition 2.4. An inversion in a word π = π1π2 . . . πn is an ordered pair (πi, πj) such that i < j

and πi > πj . The inversion statistic of a word π is defined

inv(π) = |{(πi, πj) : i < j, πi > πj}|.

In other words, inv(π) is the number of inversions in π.

Example 2.5. In the permutation 235164, the inversions are (2, 1), (3, 1), (5, 1), (5, 4), and (6, 4),

and inv(235164) = 5.

Definition 2.6. A descent of a word π = π1π2 . . . πn is an index i ∈ {1, 2, . . . , n− 1} such that

πi > πi+1. The notation Des(π) denotes the descent set of π, that is, the set of all descents of π.
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Definition 2.7. For w ∈ Sn, the inverse descent set IDes(w) is defined

IDes(w) = Des(w−1).

Remark 2.8. Note that, because x ∈ Des(w−1) if and only if x appears later than x+ 1 in w, an

equivalent expression for IDes(w) is

IDes(w) = {x : w−1(x) > w−1(x+ 1)}.

Definition 2.9. The major index statistic of a word π is defined

maj(π) =
∑

i∈Des(π)

i.

In other words, maj(π) is the sum of the descents of π.

Example 2.10. For π = 235164 ∈ S6, Des(π) = {3, 5} and maj(π) = 3 + 5 = 8.

The following definition and theorem concern the formula for the generating function of the

inversion statistic.

Definition 2.11. The notation [n]q denotes 1 + q + q2 + · · ·+ qn−1. The notation [n]q! denotes

[n]q[n− 1]q[n− 2]q . . . [1]q, and [0]q! is considered to be [0]q! = 1.

Theorem 2.12 ([6]). For any positive integer n,

∑

ω∈Sn

qinv(ω) = [n]q!.

Proof. We proceed by induction. For n = 1 we have Sn = {1}, and note that inv(1) = 0. So

∑

ω∈Sn

qinv(ω) = q0 = 1 = [1]q!

and the base case holds. Next, assume
∑

ω∈Sn−1
qinv(ω) = [n− 1]q! for some n. For any

i ∈ {1, 2, . . . , n}, define Sn,i = {w ∈ Sn : wi = n}. Note that Sn equals the disjoint union of
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Sn,1, Sn,2, . . . , Sn,n, so

∑

ω∈Sn

qinv(ω) =
∑

ω∈Sn,1

qinv(ω) +
∑

ω∈Sn,2

qinv(ω) + · · ·+
∑

ω∈Sn,n

qinv(ω).

For each i there exists a bijection fi : Sn−1 → Sn,i defined by inserting the label n in between πi

and πi+1 of π ∈ Sn−1. Therefore
∑

ω∈Sn,i
qinv(ω) =

∑
π∈Sn−1

qinv(fi(π)). Since fi preserves

inversions of the form (πj , πk) and adds n− i inversions of the form (n, πk) for any j < k, we have

inv(fi(π)) = inv(π) + n− i,

and
∑

ω∈Sn,i

qinv(ω) =
∑

π∈Sn−1

qinv(fi(π)) =
∑

π∈Sn−1

qinv(π)qn−i = qn−i[n− 1]q!.

Therefore,

∑

ω∈Sn

qinv(ω) =
∑

ω∈Sn,1

qinv(ω) +
∑

ω∈Sn,2

qinv(ω) + · · ·+
∑

ω∈Sn,n

qinv(ω)

= qn−1[n− 1]q! + qn−2[n− 1]q! + · · ·+ qn−n[n− 1]q!

= [n]q[n− 1]q!

= [n]q!.

2.2 Fillings and Tableaux

We extend the idea of permutations and words to two-dimensional arrays known as fillings.

Definition 2.13. A partition λ of a positive integer n, denoted λ � n, is a weakly decreasing

sequence of positive integers (λ1, λ2, . . . , λk) such that
∑k

i=1 λi = n.

Example 2.14. The partitions of 4 are (4), (3, 1), (2, 2), (2, 1, 1), and (1, 1, 1, 1).

Definition 2.15. A Ferrers diagram of a partition (λ1, λ2, . . . , λk) � n is an arrangement of n

cells on a row-column grid such that, for all i ∈ {1, 2, . . . , k}, the ith row has λi cells. The rows

are left-justified, contain no gaps, and follow the French convention, that is, they are numbered
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5

1 1 3

9 2 1

6

1 2 5

7 4 3

14

4 6 11

3 5 5

5

3 4 7

1 2 6

(a) (b) (c) (d) (e)

Figure 2.1: Ferrers Diagrams and Types of Fillings
For the partition λ = (3, 3, 1), (a) is the Ferrers diagram of λ, (b) is a filling with shape λ, (c) is
a standard filling with shape λ, (d) is a semistandard tableau with shape λ, and (e) is a standard
tableau with shape λ.

from bottom to top, as seen in Fig. 2.1(a). A cell in a Ferrers diagram at row r and column c is

specified (r, c).

Definition 2.16. A filling T of a partition λ is an assignment of a positive integer to each cell in

the Ferrers diagram of λ, as seen in Fig. 2.1(b). The partition λ is called the shape of T . For a

filling T , the notation T (r, c) denotes the content of the cell (r, c) in T . The set of all fillings of

shape λ is denoted Fλ.

Definition 2.17. A standard filling of shape λ � n is a filling of shape λ whose entries are

precisely 1, 2, . . . , n in some order, as seen in Fig. 2.1(c). The set of all standard fillings of shape λ

is denoted SFλ.

Definition 2.18. Given λ � n, a semistandard tableau is a filling of shape λ such that up each

column (from bottom to top) entries strictly increase, and along each row (from left to right)

entries weakly increase, as seen in figure Fig. 2.1(d). The set of all semistandard tableaux of a

partition λ is denoted SSYT(λ); a partial example of SSYT((2, 1)) is seen in Fig. 2.2.

Definition 2.19. Given λ � n, a standard tableau of shape λ is a standard filling of shape λ such

that up each column and along each row, entries strictly increase, as seen in Fig. 2.1(e). The set

of all standard tableaux of a partition λ is denoted SYT(λ).

Definition 2.20. The content of a filling T is a sequence α = (α1, α2, . . . , αk) where k is the

value of the greatest entry in T and, for all i ∈ {1, 2, . . . , k}, αi is the number of entries of the

integer i in T . For example, the filling in Fig. 2.1(b) has content (3, 1, 1, 0, 1, 0, 0, 0, 1).
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2

1 1

2

1 2

2

1 3

3

1 1

3

1 2

3

1 3

3

2 2

3

2 3

Figure 2.2: Semistandard tableaux of shape (2,1)
The eight semistandard tableaux above are the subset of SSYT((2,1)) with entries restricted to 1,
2, and 3. (The entire set SSYT((2,1)) has tableaux with entries from all the positive integer entries
and is infinite.)

Definition 2.21. The content monomial xT of a filling T with content (α1, α2, . . . , αk) is

xT = xα1
1 xα2

2 . . . xαk
k . For example, the content monomial of the filling in Fig. 2.1(b) is x31x2x3x5x9.

The following definitions and theorem allow us to partition sets of fillings based on underlying

structural similarities.

Definition 2.22. For a filling T , the reading word, denoted rw(T ), is the word formed by listing

the entries of T in reading order (left to right across each row, starting with the top row).

Remark 2.23. Note that a filling is uniquely determined by its shape and reading word.

Definition 2.24. We define the process of standardizing a filling by a function stdz, which maps

the set of all fillings of a partition λ onto the set of standard fillings of λ. For filling T , stdz(T ) is

defined by the following. Begin by giving stdz(T ) the same Ferrers diagram as T . Next, scan the

entries of T in reading order, looking for entries of 1. Then repeat looking for entries of 2, and

then entries of 3, and so on, until all entries have been found. The order of finding the entries of

T determines the entries of stdz(T ): for the ith entry found in the scan, assign the entry at the

same cell in stdz(T ) to be i.

For example, the standard filling in Fig. 2.1(c) is the standardization of the filling in Fig. 2.1(b).

Theorem 2.25. If T is a semistandard tableau, then stdz(T ) is a standard tableau.

Proof. Let T be a semistandard tableau of shape λ � n. Note that none of the entries in stdz(T )

exceeds n.

Let (i, k) and (j, k) be two cells in column k in the diagram of λ with i < j, and let a, b be the

entries of these cells respectively in T , and a′, b′ be the entries of these cells in stdz(T ). Since T

7



has strictly increasing columns, a < b, and thus by definition of standardization, a′ < b′ and

stdz(T ) has strictly increasing columns.

Let (l,m) and (l, n) be two cells in row l in the diagram of λ with m < n, and let c, d be the

entries of these cells respectively in T , and c′, d′ be the entries of these cells in stdz(T ). Since T

has weakly increasing rows, c ≤ d. If c < d, then c′ < d′. If c = d, then c′ < d′ since the scanning

order of standardization proceeds from left to right along each row. Thus c′ < d′, and stdz(T ) has

strictly increasing rows. Therefore, stdz(T ) is a standard tableau.

Definition 2.26. For a standard filling T , the inverse descent set IDes(T ) is the set of entries a

in T that appear later in the reading word of T than a+ 1. Notationally,

IDes(T ) = {a ∈ rw(T ) : (rw(T ))−1(a) > (rw(T ))−1(a+ 1)}.

Definition 2.27. The descent set of a standard tableau T is defined

Des(T ) = {i : i appears in a lower row of T than i+ 1}.

Note that for standard tableau T , IDes(T ) = Des(T ).

Example 2.28. Let T be the standard filling in Fig. 2.1(c) and U be the standard tableau in

Fig. 2.1(e). Then IDes(T ) = {3, 4, 5} and Des(U) = IDes(U) = {2, 4, 6}.

2.3 Schur Functions

In this section we introduce the vector space of symmetric functions, and one of its bases, the

Schur functions. Macdonald’s conjecture concerns the Schur expansion of the modified Macdonald

polynomials. Schur functions are defined using tableau content monomials.

Definition 2.29. A symmetric function is a function f(x1, x2, . . .) such that for all n ∈ Z+ and

all σ ∈ Sn,

f(x1, x2, . . .) = f(xσ(1), xσ(2), . . .),

where we consider σ(i) = i for i > n.

8



Example 2.30. The polynomial f(x1, x2, x3) = x1x
2
2 + x1x

2
3 + x2x

2
1 + x2x

2
3 + x3x

2
1 + x3x

2
2 is

symmetric. For example, for the permutation σ = 312,

f(xσ(1), xσ(2), xσ(3)) = f(x3, x1, x2)

= x3x
2
1 + x3x

2
2 + x1x

2
3 + x1x

2
2 + x2x

2
3 + x2x

2
1

= x1x
2
2 + x1x

2
3 + x2x

2
1 + x2x

2
3 + x3x

2
1 + x3x

2
2

= f(x1, x2, x3).

Definition 2.31. The Schur function of a partition λ � n is defined by

sλ(x1, x2, . . .) =
∑

T∈SSYT(λ)

xT .

Example 2.32. Observing the subset of SSYT((2, 1)) in Fig. 2.2, we compute the first eight

terms of s(2,1)(x1, x2, . . .) to be

x21x2 + x1x
2
2 + x1x2x3 + x21x3 + x1x2x3 + x1x

2
3 + x22x3 + x2x

2
3.

Theorem 2.33 ([6]). All Schur functions are symmetric.

Proof. Let λ � n. To show sλ(xσ(1), xσ(2), . . .) = sλ(x1, x2, . . .) for every σ ∈ Sn it is sufficient to

show that

sλ(xπ(1), xπ(2), . . .) = sλ(x1, x2, . . .) (2.1)

for every adjacent transposition π = (i, i+ 1), since every permutation may be written as a

composition of adjacent transpositions.

Let π = (i, i+ 1) be an adjacent transposition with 1 ≤ i ≤ n− 1. Since sλ(x1, x2, . . .) is the

sum of all the content monomials of SSYT(λ), to show (2.1) it is sufficient to show that every

content monomial xα1
1 xα2

2 . . . xαi
i x

αi+1

i+1 . . . = xT with T ∈ SSYT(λ) is uniquely paired with another

monomial xα1
1 xα2

2 . . . xαi
i+1x

αi+1

i . . . = xU , U ∈ SSYT(λ). We will establish this with an involution

9



f : SSYT(λ) → SSYT(λ).

Let T ∈ SSYT(λ). Define a “fixed pair” of T to be a pair of cells (j, k), (j + 1, k) with

respective entries i and i+ 1. Any is or i+ 1s that do not make up a fixed pair are “free”. Let r

be the index of a row in T . Let a be the number of free is in row r of T and b be the number of

free i+ 1s in row r of T . Then row r of f(T ) is the same as row r of T but with the a free is and

b free (i+ 1)s replaced by b is and a (i+ 1)s, in increasing order. Note that this will produce the

desired relationship between the content monomials of T and f(T ). An example computation of f

is seen in Fig. 2.3.

Observe that in row r of T the is and (i+ 1)s follow the relative left-to-right order of: fixed is,

free is, free (i+ 1)s, fixed (i+ 1)s. A fixed i cannot occur after a free i since there is an i+ 1 in

row r + 1 above the fixed i and the row r + 1 is weakly increasing, and a fixed i+ 1 cannot occur

before a free i+ 1 since there is an i in row r − 1 below the fixed i+ 1 and row r − 1 is weakly

increasing. This order of is and (i+ 1)s in row r of T implies the same order in row r of f(T ),

and thus f(T ) has weakly increasing rows.

Also, f(T ) has strictly increasing columns: let e be an entry in T . Suppose e = i. If the entry

above e is i+ 1 in T , then e is part of a fixed pair and its neighbors above and below do not

change in f(T ). If the entry above e is greater than i+ 1, then e might or might not change to

i+ 1 in f(T ) but regardless its neighbors above and below will not change and will not break the

strict column increasing rule with e. Similar reasoning applies if e = i+ 1; and if e �= i, e �= i+ 1

then either e has neighbors above and below that do not change in f(T ) or else they change in

such a way so as to still maintain the strict column increasing rule with e. Thus, f(T ) ∈ SSYT(λ).

Finally, observe that f is its own inverse. Thus f is an involution f : SSYT(λ) → SSYT(λ)

with the property that if T ∈ SSYT(λ) has xT = xα1
1 xα2

2 . . . xαi
i x

αi+1

i+1 . . . then

xf(T ) = xα1
1 xα2

2 . . . xαi
i+1x

αi+1

i . . .. Thus we have shown (1), and sλ(x1, x2, . . .) is symmetric.

Definition 2.34. A formal power series f(x1, x2, . . .) =
∑∞

i=1 cix
pi,1
i,1 x

pi,2
i,2 . . . x

pi,ki
i,ki

is homogeneous

with degree n if for all i ∈ {1, 2, . . .}, ∑ki
j=1 pi,j = n.

Definition 2.35. The set of all symmetric, homogeneous of degree n formal power series in

X = {x1, x2, . . . } is denoted Λn.
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T f(T )

4 4 5

2 3 3 3 4 4

1 1 2 2 2 3 3 4 4 4 4 6

3 4 5

2 3 3 4 4 4

1 1 2 2 2 3 3 3 3 3 4 6

Figure 2.3: Computation of f for proving symmetry of sλ
Let i = 3. For computing f , we consider all entries of 3 and 4 in the semistandard tableau T .
There is a fixed pair at (2, 2), (3, 2) and another at (1, 6), (2, 6). In row 3 of T , there are no free 3s
and one free 4; thus row 3 of f(T ) has one free 3 and no free 4s. Row 2 of T has two free 3s and
one free 4, so row 2 of f(T ) has one free 3 and two free 4s. Row 1 of T has one free 3 and four free
4s, so row 1 of f(T ) has four free 3s and one free 4.

Example 2.36. For n = 2,

x1x2 + x1x3 + x1x4 + · · ·+ x2x3 + x2x4 + x2x5 + · · ·+ · · · ∈ Λ2

and

x21 + x22 + x23 + · · · ∈ Λ2.

Theorem 2.37 ([6]). For any positive integer n, Λn is a vector space with {sλ : λ � n} as a basis.

The vector space of symmetric functions is a subspace of the vector space of quasisymmetric

functions. Consequently, any symmetric function can be written as a linear combination of the

elements of a quasisymmetric function basis. We give such an expansion of the Schur functions.

Definition 2.38. A quasisymmetric function is a formal power series p(x1, x2, . . .) such that for

all compositions α = (α1, . . . , αs) and for all integers 1 ≤ i1 < i2 < . . . < is, the coefficient of

∏s
j=1 x

αj

ij
in p equals the coefficient of

∏s
j=1 x

αj

j in p.

Example 2.39. The polynomial p(x1, x2, x3) = x21x2 + x21x3 + x22x3 is quasisymmetric. For

example, choosing α = (2, 1) and i1 = 2, i2 = 3, the coefficient of
∏s

j=1 x
αj

ij
= x22x3 is 1 and the

coefficient of
∏s

j=1 x
αj

j = x21x2 is 1.

Definition 2.40 ([3]). For a positive integer n and set I ⊆ {1, 2, . . . , n− 1}, the fundamental

11



quasisymmetric function Fn,I(x1, x2, . . .) is defined by

Fn,I(x1, x2, . . .) =
∑

i1≤i2≤...≤in,
if j∈I then ij �=ij+1

xi1xi2 . . . xin .

Example 2.41. Let n = 3 and I = {1}. Then the first ten terms of Fn,I(x1, x2, . . .) are

x1x
2
2 + x1x2x3 + x1x2x4 + x1x

2
3 + x1x3x4 + x1x

2
4 + x2x

2
3 + x2x3x4 + x2x

2
4 + x3x

2
4.

Theorem 2.42 ([3]). For any partition λ � n for any positive integer n,

sλ =
∑

U∈SYT(λ)

Fn,Des(U).

Proof. Let λ � n. Observe that SSYT(λ) may be partitioned by standardization class,

sλ =
∑

U∈SYT(λ)

AU ,

where

AU =
∑

T∈SSYT(λ)
stdz(T )=U

xT .

Let U ∈ SYT(λ). Note that from Definition 2.40,

Fn,Des(U) =
∑

i1≤i2≤...≤in
if j∈Des(U) then ij �=ij+1

xi1xi2 . . . xin .

We will show that

AU = Fn,Des(U)

by showing the two polynomials to have the same set of terms. Note that neither polynomial has

any repeat summands: for AU , two distinct tableaux that standardize to the same tableau cannot

have the same content, and for Fn,Des(U), distinct choices of i1 ≤ i2 ≤ . . . ≤ in will always result in

distinct monomials.

12



Let xi1xi2 . . . xin be a term in AU . Let j ∈ Des(U). Then j + 1 is in a row above j in U . This

implies ij+1 �= ij , since the only case in which the scanning order of standardization skips to a

higher row is when a new letter is being scanned for. Thus xi1xi2 . . . xin is a term in Fn,Des(U).

Let xi1xi2 . . . xin be a term in Fn,Des(U). Construct a new tableau T by replacing each entry j in

U with ij . Observe that xT = xi1xi2 . . . xin and stdz(T ) = U . Also, T has weakly increasing rows:

for ij and ik in the same row of T with ij to the left of ik, U ’s strictly increasing rows guarantee

that j < k, and thus ij ≤ ik. Finally, we will show that T has strictly increasing columns. Let

ij , ik be in the same column of T with row(ij) < row(ik) (implying j < k and row(j) < row(k) in

U). Since ij ≤ ij+1 ≤ . . . ≤ ik−1 ≤ ik, to show ij < ik it is sufficient to show that some

j, j + 1, . . . , k − 1 is an element of Des(U). Observe that j /∈ Des(U) would imply

row(j) ≥ row(j + 1) in U . Similarly, j, j + 1, . . . , k − 1 /∈ Des(U) would imply

row(j) ≥ row(j + 1) ≥ . . . ≥ row(k) in U , which contradicts row(j) < row(k). Thus ij < ik and T

has strictly increasing columns. Thus, T ∈ SSYT(λ) and xi1xi2 . . . xin = xT is a term in AU .

We have shown

AU = Fn,Des(U),

and thus

sλ =
∑

U∈SYT(λ)

Fn,Des(U).
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CHAPTER 3

MACDONALD POLYNOMIALS

At this point we have sufficient foundation to define the modified Macdonald polynomials and

state the Macdonald Conjecture. The modified Macdonald polynomials, generalizing Schur

polynomials, are defined using the content monomials of fillings as well as two statistics on

tableau. The Macdonald Conjecture states that the modified Macdonald polynomials have an

expansion in Schur polynomials such that the coefficients of the expansion are determined by

particular tableau statistics.

Definition 3.1. An inversion triple in a standard filling T is a triple

((r1, c1), (r1 + 1, c1), (r1 + 1, c2))

of cells in T such that c2 > c1 and the entries of the cells are counterclockwise increasing: for

x = T (r1, c1)

y = T (r1 + 1, c1)

z = T (r1 + 1, c2)

it is the case that

z < y < x, or x < z < y, or y < x < z.

Note that we allow the case r1 = 0; by convention, T (0, c1) = ∞ for all c1. We also define the set

of inversion triples of a filling of shape μ,

Invμ(T ) = {(x, y, z) : (x, y, z) is an inversion triple in stdz(T )}.

Definition 3.2. For μ � n, invμ is a statistic on fillings of μ defined by

invμ(T ) = | Invμ(T )|.
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Note that T is standardized in the computation of Invμ(T ). For w ∈ Sn, we also define the usage

invμ(w) = invμ(U)

where U is the standard filling with shape μ and reading word w.

Definition 3.3. The column word of a column c of a filling is the word made by listing the

entries of c in order from top to bottom.

Definition 3.4. For μ � n, majμ is a statistic on fillings of μ defined by

majμ(T ) =
∑

ω∈C
maj(ω),

where C is the set of column words of stdz(T ) and maj(ω) is the major index permutation

statistic as in Definition 2.9. For w ∈ Sn, we also define the usage

majμ(w) = majμ(U),

where U is the standard filling with shape μ and reading word w.

Definition 3.5 ([3]). For μ � n, the modified Macdonald polynomial H̃μ is defined

H̃μ(X; q, t) =
∑

T∈Fμ

qinvμ(T )tmajμ(T )xT ,

where X = {x1, x2, . . .} and xT is the content monomial of filling T (recall Definition 2.21).

Theorem 3.6 ([3]). For all μ � n, the modified Macdonald polynomial H̃μ(X; q, t) is symmetric

in X.

Corollary 3.7 ([3]). For all μ � n, the modified Macdonald polynomial H̃μ(X; q, t) has an

expansion in Schur polynomials,

H̃μ(X; q, t) =
∑

λ�n
Kλ(q, t)sλ
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for some q, t-dependent coefficients Kλ(q, t).

Proof. The result follows immediately from Theorem 3.6 and Theorem 2.37.

Macdonald’s conjecture states that the coefficients Kλ(q, t) of the Schur expansion of the

modified Macdonald polynomials are generating functions for some standard tableau statistics ãμ

and b̃μ.

Conjecture 3.8 ([9]). The Macdonald Conjecture for the Schur expansion of modified Macdonald

polynomials states that, for all μ � n, for some tableau statistics ãμ and b̃μ,

Kλ(q, t) =
∑

T∈SYT(λ)

qãμ(T )tb̃μ(T )

where Kλ(q, t) is the Kλ(q, t) in

H̃μ(X; q, t) =
∑

λ�n
Kλ(q, t)sλ

as obtained from Corollary 3.7.

In the remainder of this thesis we lay the foundation for proving limited cases of the Macdonald

Conjecture in Chapter 6: Chapter 4 is devoted to the RSK algorithm and Chapter 5 contains

Foata’s bijection.
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CHAPTER 4

THE RSK ALGORITHM

The Robinson-Schensted-Knuth (RSK) algorithm establishes a bijection between the set of

permutations of length n and the set of all same-shape pairs of standard tableaux with n cells.

This bijection provides us with Theorem 4.9, a combinatorial result concerning pairs of standard

tableaux. The RSK algorithm gives equivalence classes on permutations known as the Knuth

relations [5], and the algorithm is used in the proof of the Littlewood-Richardson Rule [11], which

deals with the products of Schur polynomials. It also has been used in computing the length of

longest increasing subsequences [12] and in representations of the symmetric group [10].

In the computation of the algorithm, the letters of the input permutation are considered one at

a time in left-to-right order. The output pair of tableaux are iteratively constructed one cell at a

time, depending on the current letter of the permutation. The bijection provided by the RSK

algorithm is used in the proof of the Macdonald Conjecture in Chapter 6.

Definition 4.1. A partial tableau is a filling with distinct entries in which the entries within each

row (strictly) increase from left to right and the entries within each column (strictly) increase

from bottom to top.

Our definitions of row insertion and the RSK algorithm follow Loehr [6].

Definition 4.2. We will define row insertion, a function denoted by r. Let T be a partial

tableau. Let x be a positive integer not in T . Then r(T, x) is an ordered pair r(T, x) = (T̃ , x̃)

where T̃ is a partial tableau and x̃ is a positive integer. The tableau T̃ is formed by starting with

T and performing an iterative row operation, defined as follows.

1. Set y = x and i = 1.

2. If y is greater than every entry in row i, append y to the end of row i and end the

algorithm. The resulting tableau is T̃ , and x̃ = y.

3. Otherwise, let z be the least entry in row i greater than y. Replace z with y in the tableau.
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T iteration 0 iteration 1 iteration 2 T̃ = iteration 3

9

8

3 10 12

1 4 5

9

8

3 10 12

1 4 5

9

8

3 10 12

1 2 5

9

8

3 4 12

1 2 5

9

8 10

3 4 12

1 2 5
x = 2 y = 2 y = 4 y = 10 x̃ = 10

Figure 4.1: Row insertion of 2 into a partial tableau T
Row insertion operates sequentially on the rows of a partial tableau, starting from the bottom.
Each iteration takes the y from the previous row, finds the least z > y in the current row, and
swaps y and z.

4. Reset y to y = z, increment i = i+ 1, and go to step 2.

Example 4.3. The computation of r(T, 2) for partial tableau T is represented in Fig. 4.1.

Beginning with y = 2 we update row 1 and obtain iteration 1, resetting y = 4. Then we update

row 2 to obtain iteration 2, resetting y = 10. Finally, in row 3 we reach the terminal iteration 3, y

is appended to the end of the row and we have r(T, 2) = (T̃ , 10).

Remark 4.4. Note that the row insertion function r has an inverse r−1, performed by unraveling

the iterative row-wise operations used to compute r. Let T̃ be a partial tableau and x̃ an entry of

T . Then (T, x) = r−1(T̃ , x̃) is computed by the process:

1. Let i+ 1 be the row of x̃ in T̃ . Remove x̃ from T̃ . Set y = x̃.

2. If i = 0 then terminate the process, T is complete and x = y.

3. Otherwise, let z be the greatest entry in row i less than y, and replace z by y in the tableau.

4. Reset y = z and i = i− 1, and go to step 2.

The following theorem lays the foundation for computing the RSK algorithm, which relies on

repeated applications of row insertion.

Theorem 4.5 ([6]). Given T , a partial tableau, and x, a positive integer not in T , and

(T̃ , x̃) = r(T, x), it follows that T̃ is a partial tableau.

18



Proof. Let T be a partial tableau and x a positive integer not in T . Let (T̃ , x̃) = r(T, x). Observe

that r does not change the content of T other than adding x. Thus T̃ has distinct entries. T̃ has

strictly increasing rows because T̃ differs from T only by some sequence of row-wise operations,

each of which by definition preserves the strictly-increasing-row property of the row it acts on.

To prove that T̃ has strictly increasing columns, let b and a be any two entries in the same

column of T̃ where b is in the row above a. Let d and c be the original entries (in T ) of the cells

now (in T̃ ) occupied by b and a, respectively. Suppose that b = d. Then b > a, since d > c and

c ≥ a.

Suppose that b �= d. So r(T, x) replaced d in its row with b, meaning b had come from the same

row as c and had itself been replaced by some e < b. If e = a, then b > a. If e �= a, then e > a,

since e < a would imply b had started to the left of c and thus would have replaced an entry

further to the left than d. In every case, b > a. Thus T̃ has strictly increasing columns.

Proving that T̃ is a filling requires showing that the rows of T̃ follow the shape of a partition,

that is, their sequence of lengths is weakly decreasing. Suppose for contradiction that the

sequence of lengths of the rows of T̃ is not weakly decreasing. Then there exists a row t̃ of T̃ that

is longer than its previous row, s̃, that is, length(t̃) > length(s̃). Let t and s be the rows in T

corresponding to t̃ and s̃ in T̃ . Since T is a filling, length(t) ≤ length(s), and since the only way

that r(T, x) can change the lengths of t or s is by an increase of 1, it must be that

length(s) = length(t) = length(s̃) = length(t̃)− 1. In other words, there must have been an entry

of s appended to t to form t̃. Let z be this entry of s. Since z was added to the end of t, it must

have been greater than every element in t. But this is impossible: since s and t have the same

length, z must have been in the same column as one of t’s elements, and since T is a filling it

follows the strictly increasing column rule, so z is less than the element in t located in the same

column. Thus the sequence of lengths of rows in T̃ is weakly decreasing and T̃ is a filling. We

have shown that T̃ is a partial tableau.

Definition 4.6. The RSK algorithm is a function RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n}.
Given input π = π1π2 . . . πn ∈ Sn then RSK(π) = (P,Q), defined by the following.

1. Let P1 be the filling that is composed of a single entry π1. Note that P1 is a partial tableau.
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i πi Pi Qi

1 2 2 1

2 5 2 5 1 2

3 4 5

2 4

3

1 2

4 1 5

2

1 4

4

3

1 2

5 3 5

2 4

1 3

4

3 5

1 2

Figure 4.2: Computation of RSK(25413)
To obtain Pi, perform the row insertion (Pi, x̃) = r(Pi−1, πi). To obtain Qi, add a cell containing i
to Qi−1 in same cell location as x̃ in Pi. Then RSK(π) = (Pn, Qn).

2. Let Q1 be the filling that is composed of a single entry 1.

3. Iterating from i = 2 to i = n, define Pi by (Pi, x̃i) = r(Pi−1, πi), and define Qi as a copy of

Qi−1 but with the additional placement of a new entry i in the same cell location as πi in Pi.

4. Set P = Pn and Q = Qn.

For example, Fig. 4.2 displays the iterative computation of (P,Q) = RSK(π) when π = 25413.

The results in the remainder of this chapter establish properties of the RSK algorithm that will

be used in our proof of Macdonald’s conjecture in Chapter 6.

Lemma 4.7 ([6]). If (P,Q) = RSK(π) for some π ∈ Sn, then P ∈ SYT(λ) and Q ∈ SYT(λ) for

some λ � n; in other words,

RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n}.

Proof. Observe that since π1π2 . . . πn is a rearrangement of (1, 2, . . . , n) and since the function rπi
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has the effect of adding πi as an entry to Pi−1, it follows that the entries of P are precisely

1, 2, . . . , n in some order; and, by definition of rπi , each Pi is a filling with strictly increasing rows

and columns. Thus, P ∈ SYT(λ) for some λ � n.

We will prove that Q ∈ SYT(λ). Note that the entries of Q are placed in counting order:

(1, 2, . . . , n). Thus Q has distinct entries. Since Q has the same shape as P by construction, Q is

a (standard) filling. Q has strictly increasing rows because the method of constructing Q’s shape

is the same as that of P , meaning that no row entry gets placed unless it is the start of a row or it

follows an earlier (and thus, for Q, lesser) entry. Similarly, Q has strictly increasing columns

because every column entry either is the start of a column or follows an earlier (and thus lesser)

entry. Thus, Q ∈ SYT(λ).

Theorem 4.8 ([6]). The RSK algorithm RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a

bijection.

Proof. RSK has an inverse RSK−1 : {(P,Q) : P,Q ∈ SYT(λ), λ � n} → Sn obtained by iteratively

applying r−1. Let π ∈ Sn and (P,Q) = RSK(π). Set Pn = P , Qn = Q. Iterating from i = n to

i = 1: let xi be the entry of Pi at the same cell location as i in Qi; then perform the computation

(Pi−1, πi) = r−1(Pi, xi) and make Qi−1 by removing i from Qi. Thus we have that the function

RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a bijection. For example, Fig. 4.3 shows that for

the given standard tableaux P,Q, RSK−1((P,Q)) = 23514.

The following theorem is a combinatorial result of the RSK bijection concerning pairs of

standard tableaux of the same shape.

Theorem 4.9 ([6]). For any positive integer n,

∑

λ�n
(fλ)

2
= n!,

where fλ = | SYT(λ)|.
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i Pi−1 Qi−1 πi

6 2 4

1 3 5

4 5

1 2 3
-

5 2

1 3 5

4

1 2 3
4

4 2 3 5 1 2 3 1

3 2 3 1 2 5

2 2 1 3

1 ∅ ∅ 2

Figure 4.3: Computation of RSK−1((P,Q))
The top row of the figure (corresponding to i = 6) contains the input P and Q tableaux. Given Pi

for some i, to obtain Pi−1 and πi perform (Pi−1, πi) = r−1(Pi, x̃) where x̃ is the entry in Pi at the
same location as i in Qi. To obtain Qi−1, remove the cell containing i from Qi.

Proof. Since RSK is a bijection, we have that |Sn| = |{(P,Q) : P,Q ∈ SYT(λ), λ � n}|. Thus

n! =
∑

λ�n
|{(P,Q) : P,Q ∈ SYT(λ)}|

n! =
∑

λ�n
|{P : P ∈ SYT(λ)}|2

n! =
∑

λ�n
(fλ)

2
.

The following results concern properties of the RSK bijection that will be needed in our proof

of the Macdonald Conjecture in Chapter 6.

Definition 4.10. Let T be a partial tableau and x a positive integer not in T . Then the bump

sequence of x in T is the maximal sequence (y1, . . . , yk) such that y1 = x and for i ≥ 2, yi is the

entry in row i− 1 of T that gets replaced by the row insertion r(T, x). For example, in Fig. 4.1,

the bump sequence of 2 in the tableau T is (2, 4, 10).
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The RSK algorithm relates the tableau descent set with the permutation descent set and

inverse descent set (recall Definitions 2.27, 2.6, and 2.7).

Lemma 4.11 ([3]). If (P,Q) = RSK(w) for some w ∈ Sn, then Des(Q) = Des(w).

Proof. Let w ∈ Sn and (P,Q) = RSK(w). Let x ∈ Des(w). Let (y1, . . . , yk) be the bump sequence

of wx in Px−1. Note that for all i, yi < yi+1. From x ∈ Des(w) we have that wx+1 < wx, and thus

it can be shown by induction along the rows of Px that the bump sequence of wx+1 in Px has

length l > k. Observe that k is the row of the entry x in Q and l is the row of the entry x+ 1 in

Q. Thus x ∈ Des(Q) and we have Des(w) ⊆ Des(Q).

Let x ∈ Des(Q). Then k < l, where k is the length of the bump sequence (a1, . . . , ak) of wx in

Px−1 and l is the length of the bump sequence (b1, . . . , bl) of wx+1 in Px. Since ak is at the end of

its row in Px and l > k, it follows that bk < ak. By induction it can be shown that b1 < a1. Since

b1 = wx+1 and a1 = wx, we have that x ∈ Des(w) and Des(Q) ⊆ Des(w). Thus

Des(Q) = Des(w).

Lemma 4.12 ([11]). For all w ∈ Sn, if RSK(w) = (P,Q) and RSK(w−1) = (P̃ , Q̃), then P = Q̃.

Corollary 4.13. For all w ∈ Sn, if RSK(w) = (P,Q), then Des(P ) = IDes(w).

Proof. Let w ∈ Sn, (P,Q) = RSK(w), and (P̃ , Q̃) = RSK(w−1). From Lemma 4.11 we know

Des(Q̃) = Des(w−1). By Definition 2.7 we have Des(w−1) = IDes(w) and from Lemma 4.12 we

have P = Q̃. Thus Des(P ) = IDes(w).
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CHAPTER 5

FOATA’S BIJECTION

In this chapter we define Foata’s map and show it is a bijection on Sn. Foata’s bijection has an

important weight-preserving property linking the inversion and major index permutation

statistics. Foata’s bijection also has the property of preserving the inverse descent set of a

permutation π, IDes(π). In Chapter 6 we will use the weight-preserving and

inverse-descent-set-preserving properties of Foata’s bijection to extend our proof of the

Macdonald Conjecture to a broader class of partition shapes. We follow Loehr’s presentation [6]

by defining a helper function hx.

Definition 5.1 ([6]). Let σ be a word of length k of distinct letters and let x ∈ Z+ be not in σ.

Then hx is a function where hx(σ) is defined by the following. We will partition σ into “runs”. If

σk > x (resp. σk < x), then define i1 < . . . < im to index the letters in σ such that σij > x (resp.

σij < x). Then there are m runs in σ, where the jth run is

σij−1+1σij−1+2 . . . σij

where i0 is understood to be i0 = 0. Note that σ can be written as partitioned into consecutive

runs (we use vertical bars to distinguish the consecutive runs):

σ = σ1σ2 . . . σi1 |σi1+1σi1+2 . . . σi2 | . . . |σim−1+1σim−1+2 . . . σim .

Then hx(σ) is the rearrangement of σ where the letters within each run are right-cyclic-shifted:

hx(σ) = σi1σ1 . . . σi1−1|σi2σi1+1 . . . σi2−1| . . . |σimσim−1+1 . . . σim−1

= σi1σ1 . . . σi1−1σi2σi1+1 . . . σi2−1 . . . σimσim−1+1 . . . σim−1.

Definition 5.2 ([6]). We define Foata’s map φ by the following. Let π = π1 . . . πn be a word with
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k φ(π1 . . . πk) πk+1 hπk+1
(φ(π1 . . . πk)) φ(π1 . . . πk+1)

1 6 2 | 6 | 62
2 62 5 | 26 | 265
3 265 3 | 62 | 5 | 6253
4 6253 4 | 26 | 35 | 26354
5 26354 1 | 2 | 6 | 3 | 5 | 4 | 263541

Table 5.1: Computation of φ(625341)
Foata’s map is computed using the recursion φ(π1 . . . πk) = hπk

(φ(π1 . . . πk−1))πk. For example, in
the row above where k = 4, we start with φ(6253) = 6253. Because (φ(6253))4 = 3 is less than
π5 = 4, we start a new run in 6253 with every letter less than 4, obtaining the partitioning |62|53|.
Finally, we right-cyclic-shift the letters within each run to obtain h4(φ(6253)) = 2635 and append
π5 = 4 to obtain φ(62534) = 26354. Also note that inv(φ(625341)) = 9 = maj(625341).

n distinct letters. Then φ(π) is computed by the recursion

φ(π1 . . . πk) = hπk
(φ(π1 . . . πk−1))πk

for all 2 ≤ k ≤ n with initial condition φ(π1) = π1. In other words, φ(π1 . . . πk) is computed by

appending πk to the end of the word hπk
(φ(π1 . . . πk−1)).

Remark 5.3. Note that hx(σ) is a rearrangement of the letters of σ. It can be shown by

induction on k that φ(π) has precisely the letters π1, . . . , πn in some order, so φ : Sn → Sn

(Definition 2.2).

Example 5.4. For π = 625341, the computation of φ(π) is seen in Table 5.1. As an example

iteration of the computation, take the row in the table beginning with k = 3. Since π4 = 3 and

(φ(625))3 = 5 > 3, we define i1, . . . , im to be the indices of the letters in φ(π1π2π3) = φ(265)

which are greater than 3. These indices are i1 = 2 and i2 = 3. Thus we partition φ(π1π2π3) into

two runs, 26 and 5, and each run gets right-cyclic-shifted, resulting in h3(265) = 625. Finally,

appending πk+1 yields

φ(6253) = 6253.

Theorem 5.5 ([6]). Foata’s map, φ : Sn → Sn, is a bijection.

Proof. Let Foata’s map φ : Sn → Sn and hx be defined as above. Since φ is computed by

iteratively applying hx and appending a letter, identifying an inverse for hx is sufficient to show
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that φ has an inverse. Let τ be a word of length k− 1 with distinct letters from the set {1, . . . , n},
and let x be a letter in {1, . . . , n} not in τ . We will again partition τ into runs. If τ1 > x, then

define i1 < . . . < im to index the letters in τ such that τij > x. If τ1 < x, then define i1 < . . . < im

to index the letters in τ such that τij < x. Then there are m runs, where the jth run is identified

τijτij+1 . . . τij+1−1

where im+1 is understood to be im+1 = k. So τ can be written as partitioned into consecutive

runs,

τ = τ1τ2 . . . τi2−1|τi2τi2+1 . . . τi3−1| . . . |τimτim+1 . . . τk−1.

Then h−1x (τ) left-cyclic-shifts each run in τ ,

h−1x (τ) = τ2 . . . τi2−1τ1|τi2+1 . . . τi3−1τi2 | . . . |τim+1 . . . τk−1τim .

We argue h−1x is the inverse of hx for the reason that, if τ = hx(σ), the letters τi1 , . . . , τim

identified in computing h−1x (τ) are the same as the letters σi1 , . . . , σim identified in computing

τ = hx(σ). These letters begin the runs in τ ; thus h−1x identifies the same runs in its input as hx

had produced in its output. Since h−1x cycles each group left where hx had cycled each group

right, h−1x (τ) ends up h−1x (τ) = σ. Now that we have an inverse for hx, we can define an inverse

for φ by an iterative procedure that “peels off” one letter at a time from the input to create the

output. Suppose π ∈ Sn. Start the procedure by setting k = n and τ = π. Then for iteration k,

set (φ−1(π))k = τk and then reset τ = h−1(τ1, . . . , τk−1), then proceed with iteration k − 1. Thus

the output φ−1(π) is determined in reverse order, (φ−1(π))n, (φ−1(π))n−1, . . . , (φ−1(π))1. Since

h−1x performs only a rearrangement of its input word, we see that the letters peeled off of all the

τs to create φ−1(π) are precisely the same letters as those in π; thus φ−1(π) ∈ Sn. It may be

verified that one iteration of the procedure in computing φ−1 is the inverse of one recursion in the

formula for computing φ. Thus φ has an inverse and is a bijection φ : Sn → Sn.

Example 5.6. Let σ = 263541 and compute φ−1(σ), as in Table 5.2. Note that assembling the

letters of φ−1(σ) in order from the column (φ−1(σ))k = τk yields φ−1(σ) = 625341. As an example
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k τ = τ1 . . . τk (φ−1(σ))k = τk h−1τk
(τ1 . . . τk−1)

6 263541 1 | 2 | 6 | 3 | 5 | 4 |
5 26354 4 | 62 | 53 |
4 6253 3 | 26 | 5 |
3 265 5 | 62 |
2 62 2 | 6 |
1 6 6 −

Table 5.2: Computation of φ−1(263541)
Where Foata’s map had been computed by recursive applications of hx and appending the next
letter of π, the inverse of Foata’s map is computed by recursions of the reverse procedure: removing
the last letter of τ and applying h−1x to the remainder. For example, in the row where k = 5 we
start with τ = 26354, remove the 4, and reset τ to τ = h−14 (2635) = 6253. The removed letter 4 is
recorded as the kth letter of the output word, (φ−1(263541))5 = 4.

iteration of the computation, take the row in the table beginning with k = 5. The last letter of

the current τ , τ5 = 4, becomes the 5th letter of φ−1(σ). This letter is removed, and the remaining

letters are divided into runs. Since τ1 = 2 < 4 = τk, we define i1, . . . , im to be the indices of the

letters in τ that are less than 4. These indices are i1 = 1, i2 = 3. Since each index ij begins a run,

we obtain the runs 26 and 35, and each is left-cyclic-shifted to obtain

h−14 (2635) = 6253.

The following theorem provides the weight-preserving property of Foata’s bijection. The two

weights are the inversion and major index statistics on permutations (recall Definitions 2.4

and 2.9).

Theorem 5.7 ([6]). For any π ∈ Sn,

inv(φ(π)) = maj(π).

Proof. Let π ∈ Sn. We will prove the above result by induction on the kth recursion of the

computation of φ(π). Observe that for k = 0, maj(π1) = 0 and inv(φ(π1)) = inv(π1) = 0, so the

base case holds. Suppose that for some k ∈ {1, . . . , n}, inv(φ(π1 . . . πk−1)) = maj(π1 . . . πk−1).

Suppose πk−1 > πk. Then the descents in π1 . . . πk are the same as those in π1 . . . πk−1 but with
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the addition of k − 1. Thus,

maj(π1 . . . πk) = maj(π1 . . . πk−1) + k − 1.

Also consider inv(φ(π1 . . . πk)) = inv(hπk
(φ(π1 . . . πk−1))πk). Let (τ1 . . . τk−1) = φ(π1 . . . πk−1). In

hπk
(τ1 . . . τk−1), due to the cyclic nature of the map, the only relative letter positions that change

are those involving the letters τi1 , . . . , τim , each of which moves to the left end of all members of

its run where before it had been on the right end. No relative positions change between members

of different runs. Thus the change in inv caused by hπk
is entirely due to the change in number of

inversions involving τij within the jth run for all j ∈ {1, . . . ,m}. Since, as per our supposition,
τij > πk and all other members of the run are less than πk, τij is greater than all other members

of its run, of which there are ij − ij−1 − 1. Thus (recall im = k − 1 and i0 = 0),

inv(hπk
(τ1 . . . τk−1)) = inv(τ1 . . . τk−1) +

m∑

j=1

(ij − ij−1 − 1)

inv(hπk
(τ1 . . . τk−1)) = inv(φ(π1 . . . πk−1)) + k − 1−m.

Then, appending πk to the end of hπk
(τ1 . . . τk−1) to form φ(π1 . . . πk) has the effect of adding a

further m inversions, since the letters in hπk
(τ1 . . . τk−1) greater than πk are precisely τi1 , . . . , τim .

In other words,

inv(φ(π1 . . . πk)) = inv(φ(π1 . . . πk−1)) + k − 1−m+m

= maj(π1 . . . πk−1) + k − 1

= maj(π1 . . . πk).

Suppose instead that πk−1 < πk. Then maj(π1 . . . πk) = maj(π1 . . . πk−1), since no descents are

added or removed. Also, by similar logic as above, applying hπk
to π1 . . . πk subtracts k − 1−m

from inv, since this time each πij is less than all its other run members and so loses ij − ij−1 − 1

inversions when it moves to the left end of its run. And, the letters in hπk
(π1 . . . πk−1) greater

than πk are all those letters in π1 . . . πk−1 except πi1 , . . . , πim , which number k − 1−m. Thus
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appending πk to hπk
(π1 . . . πk−1) increases the number of inversions by k − 1−m. Thus we have

inv(φ(π1 . . . πk)) = inv(φ(π1 . . . πk−1))− (k − 1−m) + (k − 1−m)

= inv(φ(π1 . . . πk−1))

= maj(π1 . . . πk−1)

= maj(π1 . . . πk).

Recall from Definition 2.11 that [n]q! denotes

[n]q! = [n]q[n− 1]q[n− 2]q . . . [1]q

= (1 + q + q2 + · · ·+ qn−1)(1 + q + q2 + · · ·+ qn−2) . . . (1).

Combining Theorems 5.7 and 2.12 we obtain the generating function for the major index statistic.

Theorem 5.8 ([6]). For any positive integer n,

∑

ω∈Sn

qmaj(ω) = [n]q!.

Proof. Let n be a positive integer. From Theorem 5.7 we know

∑

ω∈Sn

qmaj(ω) =
∑

ω∈Sn

qinv(φ(ω)).

By Theorem 5.5, Foata’s map is a bijection φ : Sn → Sn, and so
∑

ω∈Sn
qinv(φ(ω)) is an equivalent

rearrangement of the terms of
∑

ω∈Sn
qinv(ω),

∑

ω∈Sn

qinv(φ(ω)) =
∑

ω∈Sn

qinv(ω)

and by Theorem 2.12,
∑

ω∈Sn

qinv(ω) = [n]q!.
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Thus
∑

ω∈Sn

qmaj(ω) = [n]q!.

In addition to sending major index statistic to inversion statistic, φ preserves the inverse

descent set of the permutation (see Definition 2.7).

Lemma 5.9 ([6]). For any w ∈ Sn,

IDes(φ(w)) = IDes(w),

where φ is Foata’s bijection.

Proof. Let w ∈ Sn. Let x ∈ IDes(w). Then w−1(x) > w−1(x+ 1). Define zi = φi(w1w2 . . . wi), the

word which is the ith iteration in the computation of φ(w) and which is some arrangement of the

letters w1, w2, . . . , wi. Thus zw−1(x) contains both the letters x and x+ 1, and note that

z−1j (x) > z−1j (x+ 1), where j = w−1(x). We will show that the application of the helper function

of Foata’s map, hwj+1(zj), does not change the relative ordering of x and x+ 1. Recall that the

computation of hwj+1(zj) involves partitioning zj into consecutive runs where the last letters of

the runs are the letters which have the same order-relationship to wj+1 as wj does. Observe

x > wi+1 if and only if x+ 1 > wi+1, and x < wi+1 if and only if x+ 1 < wi+1. Thus, either x and

x+ 1 are both at the ends of their runs, or neither is. If x and x+ 1 are both at the ends of their

runs then they are in separate runs and their relative order does not change. If neither is at the

end of its run, then the index of each in the word will increase by 1, according to the

right-cyclic-shifting of the runs; as a result, their relative order remains the same. Since zj+1 is,

by definition, the word hwj+1(zj) appended by the letter wj+1, we conclude that the relative order

of x and x+ 1 in zj+1 is the same as in zj , in other words z−1j+1(x) > z−1j+1(x+ 1). The same

reasoning can be applied inductively to obtain z−1n (x) > z−1n (x+ 1), and so

(φ(w))−1(x) > (φ(w))−1(x+ 1), giving x ∈ IDes(φ(w)), and thus

IDes(w) ⊆ IDes(φ(w)).

Let x ∈ IDes(φ(w)). Then (φ(w))−1(x) > (φ(w))−1(x+ 1). By similar induction as above,
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considering the runs used in computing the inverse helper function h−1, it can be shown that

w−1(x) > w−1(x+ 1). Thus x ∈ IDes(w), IDes(φ(w)) ⊆ IDes(w), and

IDes(φ(w)) = IDes(w).
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CHAPTER 6

PROVING MACDONALD’S CONJECTURE IN CERTAIN CASES

In this chapter we prove the Macdonald Conjecture for two classes of partition shapes, μ = (1n)

(Theorem 6.3) and μ = (n) (Theorem 6.4). The proof of Theorem 6.3 follows Loehr [7], and the

proof of Theorem 6.4 takes a similar approach but with added use of Foata’s map. This method

used to prove Theorem 6.4 differs from the that used in the recent proof by Assaf [1]. We start by

rewriting the modified Macdonald polynomials in terms of fundamental quasisymmetric

polynomials (see Definition 2.40), mirroring the expansion of the Schur functions.

Lemma 6.1 ([3]). For any μ � n,

H̃μ(X; q, t) =
∑

T∈SFμ

qinvμ(T )tmajμ(T )Fn,IDes(T ).

Proof. We present a similar argument as in the proof of Theorem 2.42. Let μ � n. Beginning from

the definition of the modified Macdonald polynomial (Definition 3.5),

H̃μ(X; q, t) =
∑

T∈Fμ

qinvμ(T )tmajμ(T )xT

observe that Fμ may be partitioned by standardization class,

H̃μ(X; q, t) =
∑

U∈SFμ

∑

T∈Fμ

stdz(T )=U

qinvμ(T )tmajμ(T )xT

H̃μ(X; q, t) =
∑

U∈SFμ

qinvμ(U)tmajμ(U)
∑

T∈Fμ

stdz(T )=U

xT

H̃μ(X; q, t) =
∑

U∈SFμ

qinvμ(U)tmajμ(U)BU ,
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where

BU =
∑

T∈Fμ

stdz(T )=U

xT .

Let U ∈ SFμ. Note that from Definition 2.40,

Fn,IDes(U) =
∑

i1≤i2≤...≤in,
if j∈IDes(U) then ij �=ij+1

xi1xi2 . . . xin .

We will show that

BU = Fn,IDes(U)

by showing the two polynomials to have the same set of terms. Note that neither polynomial has

any repeated summands: for BU , two distinct fillings that standardize to the same filling cannot

have the same content, and for Fn,IDes(U) distinct choices of i1 ≤ i2 ≤ . . . ≤ in will always result in

distinct monomials.

Let xi1xi2 . . . xin be a term in BU , taking i1 ≤ i2 ≤ . . . ≤ in. Let j ∈ IDes(U). Then j + 1

appears before j in rw(U). This implies ij+1 �= ij , since the only case in which the scanning order

of standardization goes against reading order is when a new letter is being scanned for. Thus

xi1xi2 . . . xin is a term in Fn,IDes(U).

Let xi1xi2 . . . xin be a term in Fn,IDes(U). Construct a new filling T by replacing each entry j in

U with ij . Observe that xT = xi1xi2 . . . xin , stdz(T ) = U , and the entries of T are drawn from

{1, 2, . . . , n}. Thus, xi1xi2 . . . xin is a term in BU .

We have shown

BU = Fn,IDes(U),

and thus

H̃μ(X; q, t) =
∑

T∈SFμ

qinvμ(T )tmajμ(T )Fn,IDes(T ).

Since we can now generate H̃μ(X; q, t) by standard fillings, we can use the reading word

(Definition 2.22) to restate H̃μ(X; q, t) in terms of permutations.
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Lemma 6.2 ([7]). For any μ � n,

H̃μ(X; q, t) =
∑

w∈Sn

qinvμ(w)tmajμ(w)Fn,IDes(w).

Proof. Let μ � n. From Lemma 6.1 we know

H̃μ(X; q, t) =
∑

T∈SFμ

qinvμ(T )tmajμ(T )Fn,IDes(T ).

Recall from Definitions 3.2 and 3.4 that for a standard filling T ,

invμ(rw(T )) = invμ(T )

and

majμ(rw(T )) = majμ(T ).

Also, from Definitions 2.7 and 2.26 we have that IDes(rw(T )) = IDes(T ). Thus

H̃μ(X; q, t) =
∑

T∈SFμ

qinvμ(rw(T ))tmajμ(rw(T ))Fn,IDes(rw(T )).

Observe that, for a given μ, rw : SFμ → Sn is a bijection. (A filling is uniquely determined by its

shape and reading word.) Thus we obtain

H̃μ(X; q, t) =
∑

w∈Sn

qinvμ(w)tmajμ(w)Fn,IDes(w).

Following the method of Loehr, we use the RSK bijection and its properties, as well as the

fundamental quasisymmetric expansions of the modified Macdonald polynomials and Schur

functions, to prove Macdonald’s conjecture for the case μ = (1n).

Theorem 6.3 ([7]). Macdonald’s Conjecture holds for μ = (1n) = (1, 1, . . . , 1).

Proof. Let μ = (1n) � n. Because μ consists of a single column, invμ(w) = 0 and
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majμ(w) = maj(w) for all w ∈ Sn. From Lemma 6.2 we know

H̃μ(X; q, t) =
∑

w∈Sn

qinvμ(w)tmajμ(w)Fn,IDes(w).

Thus

H̃(1n)(X; q, t) =
∑

w∈Sn

q0tmaj(w)Fn,IDes(w).

We define the tableau statistics ã(1n), b̃(1n) by

ã(1n)(T ) = 0

and

b̃(1n)(T ) =
∑

i∈Des(T )

i.

Let w ∈ Sn and (P,Q) = RSK(w). From Lemma 4.11 we know Des(Q) = Des(w), and thus by

Definition 2.9 we have

maj(w) = b̃(1n)(Q).

Also, from Corollary 4.13 we have

IDes(w) = Des(P ).

Thus

H̃(1n)(X; q, t) =
∑

w∈Sn, (P,Q)=RSK(w)

qã(1n)(Q)tb̃(1n)(Q)Fn,Des(P ).

And since RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a bijection,

H̃(1n)(X; q, t) =
∑

(P,Q) : P,Q∈SYT(λ), λ�n
qã(1n)(Q)tb̃(1n)(Q)Fn,Des(P )

H̃(1n)(X; q, t) =
∑

λ�n

∑

P∈SYT(λ)

∑

Q∈SYT(λ)

qã(1n)(Q)tb̃(1n)(Q)Fn,Des(P )

H̃(1n)(X; q, t) =
∑

λ�n

∑

Q∈SYT(λ)

qã(1n)(Q)tb̃(1n)(Q)
∑

P∈SYT(λ)

Fn,Des(P )
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and by Theorem 2.42,

H̃(1n)(X; q, t) =
∑

λ�n

∑

Q∈SYT(λ)

qã(1n)(Q)tb̃(1n)(Q)sλ.

The following proof of the Macdonald Conjecture for the shape μ = (n) uses the same

technique as the proof for μ = (1n) but first implements the weight-preserving property of Foata’s

bijection to change between the inversion statistic and the major index statistic.

Theorem 6.4. Macdonald’s Conjecture holds for μ = (n).

Proof. Let μ = (n) � n. Because μ consists of a single row, invμ(w) = inv(w) and majμ(w) = 0 for

all w ∈ Sn. From Lemma 6.2 we know

H̃μ(X; q, t) =
∑

w∈Sn

qinvμ(w)tmajμ(w)Fn,IDes(w).

Thus

H̃(n)(X; q, t) =
∑

w∈Sn

qinv(w)t0Fn,IDes(w).

By Theorem 5.7 and Lemma 5.9 we obtain

H̃(n)(X; q, t) =
∑

w∈Sn

qmaj(φ(w))t0Fn,IDes(φ(w)).

By Theorem 5.5 Foata’s map φ : Sn → Sn is a bijection, and so

H̃(n)(X; q, t) =
∑

w∈Sn

qmaj(w)t0Fn,IDes(w).

We now follow the same argument as in Theorem 6.3. We define the tableau statistics ã(n), b̃(n) by

ã(n)(T ) =
∑

i∈Des(T )

i

and

b̃(n)(T ) = 0.
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Let w ∈ Sn and (P,Q) = RSK(w). From Lemma 4.11 we know Des(Q) = Des(w), and thus by

Definition 2.9 we have

maj(w) = ã(n)(Q).

Also, from Lemma 4.13 we have

IDes(w) = Des(P ).

Thus

H̃(n)(X; q, t) =
∑

w∈Sn, (P,Q)=RSK(w)

qã(n)(Q)tb̃(n)(Q)Fn,Des(P ).

And since RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a bijection,

H̃(n)(X; q, t) =
∑

(P,Q) : P,Q∈SYT(λ), λ�n
qã(n)(Q)tb̃(n)(Q)Fn,Des(P )

H̃(n)(X; q, t) =
∑

λ�n

∑

P∈SYT(λ)

∑

Q∈SYT(λ)

qã(n)(Q)tb̃(n)(Q)Fn,Des(P )

H̃(n)(X; q, t) =
∑

λ�n

∑

Q∈SYT(λ)

qã(n)(Q)tb̃(n)(Q)
∑

P∈SYT(λ)

Fn,Des(P )

and by Theorem 2.42,

H̃(n)(X; q, t) =
∑

λ�n

∑

Q∈SYT(λ)

qã(n)(Q)tb̃(n)(Q)sλ.
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CHAPTER 7

MODIFYING THE RSK ALGORITHM

In Chapter 6 we used the RSK algorithm to prove the Macdonald Conjecture for the case

μ = (1n), and also for the case μ = (n) with the help of Foata’s bijection. The RSK algorithm has

the following properties:

1. RSK: Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a bijection (see Theorem 4.8).

2. For all w ∈ Sn, if (P,Q) = RSK(w), then IDes(w) = Des(P ) (see Corollary 4.13).

3. For all w ∈ Sn, if (P,Q) = RSK(w), then we have tableau statistics ãμ(Q) = invμ(w) and

b̃μ(Q) = majμ(w) for μ = (1n) (see proof of Theorem 6.3).

4. Every filling Pi in the computation of P must be a partial tableau.

Note that properties (1), (2), and (3) are essential to the proof of Theorem 6.3. We would like to

define an algorithm RSK′ similar to RSK that could prove the Macdonald Conjecture for μ = (n)

(and for even more general shapes) without relying on Foata’s bijection. To do so, the new

algorithm would have the first three properties above, extending the third property to apply to

the shape μ = (n) (and more general shapes). It should also possess the fourth property to be

recognizable as an iterative insertion algorithm. Loehr [7] has given an RSK ′ that satisfies the

four properties for shapes μ such that μ1 ≤ 3 and μ2 ≤ 2, though not for shapes μ with μ1 > 3.

The most direct way of achieving the extension of the third property to the shape μ = (n) would

be to define RSK′ in such a way that RSK′(w) = RSK(φ(w)). We have found no obvious way to

do so, however. Furthermore, we will show that any RSK′ algorithm that possesses the four

properties must include possible movement of tableau entries into lower rows during row

insertion, which is a significant departure from the original definition of row insertion. This result

holds regardless of the precise definitions of the statistics ã(n) and b̃(n).

Theorem 7.1. Suppose ãμ is a statistic on standard tableaux of shape μ and suppose

RSK′ : Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} is a bijection computed by iterative partial tableaux
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such that for every w ∈ Sn and (P,Q) = RSK′(w), Des(P ) = IDes(w) and

ã(n)(Q) = inv(n)(w) = inv(w). Then for some n and some w ∈ Sn, some iteration of the

computation of RSK′(w) requires moving a tableau entry down a row.

Proof. Let ã(n) and RSK′ : Sn → {(P,Q) : P,Q ∈ SYT(λ), λ � n} be as above. Let n = 4 and

λ = (3, 1) � 4. Let P,Q ∈ SYT(λ) where Q has reading word 2134. Let w = (RSK′)−1((P,Q)).

Since ã(n)(Q) = inv(w) and the range of inv on S4 is {0, 1, 2, 3, 4, 5, 6} (see Table 7.1), the possible

values of ã(n)(Q) are {0, 1, 2, 3, 4, 5, 6}. Consider each case in turn; use Table 7.1 for reference.

• ã(n)(Q) = 0: Impossible, since inv(w) = 0 implies w = 1234 which has IDes(w) = {} and

there are no P ∈ SYT((3, 1)) which have Des(P ) = {}.

• ã(n)(Q) = 1: Consider when P has reading word 4123, so that Des(P ) = {3}. Since
inv(w) = 1 and IDes(w) = {3}, we infer w = 1243. We observe that all possible ways of

computing RSK′(w) involve moving an entry down a row (see Fig. 7.1).

• ã(n)(Q) = 2: Consider when P has reading word 2134, so that Des(P ) = {1}. Since
inv(w) = 2 and IDes(w) = {1}, we infer w = 2314. We observe that all possible ways of

computing RSK′(w) involve moving an entry down a row (see Fig. 7.1).

• ã(n)(Q) = 3: Consider when P has reading word 2134, so that Des(P ) = {1}. Since
inv(w) = 3 and IDes(w) = {1}, we infer w = 2341. We observe that all possible ways of

computing RSK′(w) involve moving an entry down a row (see Fig. 7.1).

• ã(n)(Q) = 4: Consider when P has reading word 3124, so that Des(P ) = {2}. Since
inv(w) = 4 and IDes(w) = {2}, we infer w = 3412. We observe that all possible ways of

computing RSK′(w) involve moving an entry down a row (see Fig. 7.1).table

• ã(n)(Q) = 5: Impossible, since inv(w) = 5 implies either w = 4231 or w = 4312, and neither

possibility has IDes(w) such that there exists P ∈ SYT((3, 1)) with Des(P ) = IDes(w).

• ã(n)(Q) = 6: Impossible, since inv(w) = 6 implies w = 4321 which has IDes(w) = {1, 2, 3, 4}
and there are no P ∈ SYT((3, 1)) which have Des(P ) = {1, 2, 3, 4}.
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Thus, no RSK′ algorithm can avoid moving an entry down a row in at least one of its

iterations.
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w ∈ S4 inv(w) maj(w) IDes(w)

1234 0 0 {}
1243 1 3 {3}
1324 1 2 {2}
1342 2 3 {2}
1423 2 2 {3}
1432 3 5 {2, 3}
2134 1 1 {1}
2143 2 4 {1, 3}
2314 2 2 {1}
2341 3 3 {1}
2413 3 2 {1, 3}
2431 4 5 {1, 3}
3124 2 1 {2}
3142 3 4 {2}
3214 3 3 {1, 2}
3241 4 4 {1, 2}
3412 4 2 {2}
3421 5 5 {1, 2}
4123 3 1 {3}
4132 4 4 {2, 3}
4213 4 3 {1, 3}
4231 5 4 {1, 3}
4312 5 3 {2, 3}
4321 6 6 {1, 2, 3}

Table 7.1: Inversion, major index, and inverse descent set on S4

Note the joint distribution (discussed in Chapter 8) of the inversion and major index statistics on
S4: for every w ∈ S4, there exists u ∈ S4 such that inv(u) = maj(w) and maj(u) = inv(w).
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ã(n)(Q) = 1, ã(n)(Q) = 2, ã(n)(Q) = 3, ã(n)(Q) = 4,

rw(P ) = 4123, so rw(P ) = 2134, so rw(P ) = 2134, so rw(P ) = 3124, so
w = 1243 w = 2314 w = 2341 w = 3412

Figure 7.1: Possible RSK′ progressions when λ = (3, 1) and rw(Q) = 2134
The above trees, which are read top to bottom, display the P1, P2, P3, P4 of possible RSK

′ algorithms
for specific cases considered in Theorem 7.1: given λ = (3, 1) and rw(Q) = 2134, we consider all
possibilities for ã(n)(Q). For each possible value for ã(n)(Q), we focus on a particular value for
rw(P ) which forces the RSK′ progression to include at least one iteration where a tableau entry is
moved down a row.
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CHAPTER 8

TABLEAU STATISTICS

In Chapter 7 we considered the requirements for a modified RSK-like algorithm that could be used

to extend the proof of Macdonald’s conjecture to more general shapes. One of those requirements

was the existence of tableau statistics ãμ and b̃μ such that ãμ(Q) = invμ(w) and b̃μ(Q) = majμ(w)

for (P,Q) = RSK′(w). In this chapter we discuss candidates for these statistics that are

extensions of the inversion and major index permutation statistics defined by Haglund and

Stevens [4]. A cause for special interest in these statistics is that there exists a weight-preserving

bijection Ψ that is an extension of Foata’s map, sending the tableau major index statistic to the

tableau inversion statistic. In addition to behaving in a parallel manner to the inversion and

major index permutation statistics in this way, the Haglund–Stevens tableau statistics have a

certain invariance property concerning tableau conjugates, which we explore in Theorems 8.4

and 8.19. However, we also show that these tableau statistics are not jointly distributed, an

important property that the inversion and major index statistics have on permutations.

Note that we will use the notation (r, c) to denote the cell of a filling in row r and column c.

Definition 8.1 ([4]). Let T be a standard tableau. Then we define

maj(T ) =
∑

e∈Des(T )

e.

For example, for the tableau T in Fig. 8.1, maj(T ) = 2 + 6 + 9 + 3 + 7 + 12 = 39.

Definition 8.2. Let T be a standard tableau and k an entry in T . Define πk(T ) as the path in

the diagram of T constructed in the following way:

1. Start at the lower-left corner of the cell in T containing the entry k.

2. Let (a, b) be the row-column coordinates of the cell most recently added to the path. If

(a, b) = (1, 1), the path is complete; if b = 1 then the next cell is (a− 1, b), and if a = 1 then

the next cell is (a, b− 1). If a �= 1, b �= 1 and T (a, b− 1) > T (a− 1, b) then (a, b− 1) is the
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T Ψ11(T )

10 13

4 8 11

3 5 7 12

1 2 6 9

9 13

3 7 11

2 5 8 12

1 4 6 10

Figure 8.1: Computation of Ψ11(T )
We find the path π11(T ) = ((3, 3), (3, 2), (2, 2), (2, 1), (1, 1)) by starting at the cell of the entry 11
and repeatedly stepping left or down, depending on which cell contains the greater entry. We
identify the cycle blocks in T according to π11(T ) as (1), (2, 3, 4), (5), (6), (7, 8), and (9, 10), by
forming lists of consecutive integer entries whose first element is the only entry on the same side of
π11(T ) as the entry 1. We compute Ψ11(T ) by right-cyclic-shifting each cycle block.

T T ′

5

3 4 7

1 2 6

6 7

2 4

1 3 5

Figure 8.2: Conjugate of a tableau T
For tableau T , the conjugate T ′ is the tableau produced by inverting the row and column coordinates
of each cell in T .

next cell. Otherwise, (a− 1, b) is the next cell.

3. Repeat step 2 until the path is complete.

For example, for tableau T in Fig. 8.1, the path π11(T ) = ((3, 3), (3, 2), (2, 2), (2, 1), (1, 1)).

Definition 8.3. The conjugate, T ′, of a standard tableau T is the tableau formed by reflecting T

over the line y = x. Formally, for each cell (r, c) in T , T ′ has a cell (c, r) such that

T ′(c, r) = T (r, c). We define conjugation on a tableau cell by (a, b)′ = (b, a). Similarly, the

conjugate π′ of a path π is the path formed by taking the conjugate of each cell in π: if

π = ((r1, c1), . . . , (rm, cm)) then π′ = ((c1, r1), . . . , (cm, rm)). Fig. 8.2 demonstrates an example of

a tableau T and its conjugate T ′.

The following result gives a sort of complementary relationship between the Haglund–Stevens

major index of a standard tableau and the major index of its conjugate, in that the sum of the

major indices depends only on the size of the tableau, not its shape or reading word.
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Theorem 8.4. Let T be a standard tableau of shape λ where λ � n. Then

maj(T ) + maj(T ′) =
n(n− 1)

2
.

Proof. Let T be as above. Let [n− 1] denote {1, 2, . . . , n− 1}. Let Des(T ) represent

[n− 1] \Des(T ). Let i ∈ [n− 1]. Let (r, c) be the cell containing i in T and (s, d) the cell

containing i+ 1 in T .

Suppose i ∈ Des(T ). Then r < s. Suppose for contradiction that c < d. Consider that the cell

(s, c) is above (r, c) in the same column and to the left of (s, d) in the same row. But this implies

the contradiction i < T (s, c) < i+1 by increasing row and column rules. Thus c ≥ d. This implies

i /∈ Des(T ′) since c is the row of i in T ′ and d is the row of i+ 1 in T ′. Thus Des(T ) ⊆ Des(T ′).

Suppose i ∈ Des(T ). Then r ≥ s. Suppose for contradiction that c ≥ d. It cannot be that r = s,

because that would imply c < d by the increasing row rule. Thus r > s. Similarly, it cannot be

that c = d, so it must be that c > d. Consider that the cell (r, d) is above (s, d) in the same

column and to the left of (r, c) in the same row. But this implies the contradiction

i+ 1 < T (r, d) < i by the increasing row and column rules. Thus c < d, implying i ∈ Des(T ′). By

contraposition, if i ∈ Des(T ′) then i ∈ Des(T ). Thus Des(T ′) ⊆ Des(T ).

We have shown Des(T ) = Des(T ′). Thus [n− 1] = Des(T ) �Des(T ′), so

∑

i∈[n−1]
i =

∑

i∈Des(T )�Des(T ′)

i

n−1∑

i=1

i =
∑

i∈Des(T )

i+
∑

i∈Des(T ′)

i

n(n− 1)

2
= maj(T ) + maj(T ′).

To define the tableau inv statistic as in [4], we first define cycle blocks, the function Ψk, tableau

inversion path, and tableau inversion pair.

Definition 8.5. Let T be a standard tableau and k an entry in T . Suppose a < k is an entry of

T located on the same side of πk(T ) as the entry 1 in T (above πk(T ) if 1 is above πk(T ) and

below πk(T ) if 1 is below πk(T ); consider the beginning of the path to have a directly rightward
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extension until the rightmost extremity of the diagram). Suppose a+ 1, a+ 2, . . . , a+m is a

maximal-length sequence of consecutive-integer entries in T such that a+ 1, a+ 2, . . . , a+m are

on the opposite side of πk(T ) as a and a+m < k. Then (a, a+ 1, a+ 2, . . . , a+m) is a cycle block

in T according to the path πk(T ).

Definition 8.6. Let T be a standard tableau and k an entry in T . Define Ψk(T ) to be the

standard tableau formed by performing the following modification to T : for every cycle block

(a1, . . . , am) in T according to πk(T ), perform a right-cyclic-shift of the cycle block members in

their respective cells in T .

Example 8.7. For the standard tableau T in Fig. 8.1, the cells in T below the path π11(T ) are

those containing 5, 7, 12, 1, 2, 6, and 9, and the cycle blocks in T according to π11(T ) are (1),

(2, 3, 4), (5), (6), (7, 8), and (9, 10). We perform a right-cyclic shifting of each cycle block

(a1, a2, . . . , am−1, am) → (am, a1, . . . , am−2, am−1) to obtain Ψ11(T ) as shown.

The following definition and theorem establish a weight-preserving bijection on tableaux

analogous to Foata’s map for permutations.

Definition 8.8. Let the function Ψ = Ψ3 ◦Ψ4 ◦ · · · ◦Ψn−1 ◦Ψn.

Theorem 8.9 ([4]). The function Ψ: SYT(λ) → SYT(λ) is a bijection such that for all

T ∈ SYT(λ), inv(T ) = maj(Ψ(T )).

Definition 8.10. Let T be a standard tableau with shape λ � n. The inversion paths of T are

the paths

πn(T ),

πn−1(Ψn(T )),

πn−2(Ψn−1 ◦Ψn(T )),

...

π2(Ψ3 ◦ · · · ◦Ψn−1 ◦Ψn(T )).
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Definition 8.11. Let T be a standard tableau and let π be an inversion path of T . Let b be the

entry of the first cell of π. Suppose a is an entry in a cell below π such that a < b. Then (b, a) is

an inversion pair in T .

Definition 8.12 ([4]). Let T be a standard tableau. Then we define inv(T ) to be the number of

inversion pairs in T .

Example 8.13. Table 8.1 presents an example computation of inv(T ), where T is the first

tableau in the column marked Ψk+1 ◦ · · · ◦Ψ9(T ). To follow the first two iterations: the path

π9(T ) = ((3, 3), (3, 2), (2, 2), (2, 1), (1, 1)) is an inversion path of T . Thus

(9, 8), (9, 5), (9, 3), (9, 2), (9, 1)

are inversion pairs in T . The cycle blocks of T according to π9(T ) are (1), (2, 3, 4), (5), (6), and

(7, 8). We thus compute Ψ9(T ) as shown. Then we find the path

π8(Ψ9(T )) = ((2, 3), (1, 3), (1, 2), (1, 1)),

which is an inversion path of T . Considering this inversion path of T , we see that

(7, 6)

is an inversion pair in T . The cycle blocks of Ψ9(T ) according to π8(Ψ9(T )) are (1), (2), (3), (4),

and (5, 6). We then compute Ψ8 ◦Ψ9(T ) as shown. From counting the number of inversion pairs

found in each iteration, we conclude that inv(T ) = 5 + 1 + 4 + 1 + 3 + 0 + 2 + 0 = 16.

The following four lemmas give some results dealing with the relationship between conjugation,

πk paths, and the function Ψk, laying the foundation for Theorem 8.19.

Lemma 8.14. Let T be a standard tableau of shape λ where λ � n. Let k ∈ {2, 3, . . . , n}. Then

πk(T
′) = πk(T )

′.
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k Ψk+1 ◦ · · · ◦Ψ9(T ) πk(Ψk+1 ◦ · · · ◦Ψ9(T )) inversion pairs identified

9 4 8 9

3 5 7

1 2 6

((3, 3), (3, 2), (2, 2), (2, 1), (1, 1)) (9, 7), (9, 6), (9, 5), (9, 2), (9, 1)

8 3 7 9

2 5 8

1 4 6

((2, 3), (1, 3), (1, 2), (1, 1)) (7, 6)

7 3 7 9

2 6 8

1 4 5

((3, 2), (2, 2), (1, 2), (1, 1)) (8, 7), (8, 6), (8, 5), (8, 2)

6 4 7 9

2 6 8

1 3 5

((2, 2), (1, 2), (1, 1)) (5, 2)

5 5 7 9

3 6 8

1 2 4

((3, 1), (2, 1), (1, 1)) (4, 3), (4, 2), (4, 1)

4 5 7 9

3 6 8

1 2 4

((1, 3), (1, 2), (1, 1)) none

3 5 7 9

3 6 8

1 2 4

((2, 1), (1, 1)) (3, 2), (3, 1)

2 5 7 9

3 6 8

1 2 4

((1, 2), (1, 1)) none

Table 8.1: Computation of inv(T )
We compute inv(T ) iteratively. For each iteration k = n to k = 2 find the path πk in the working
tableau Ψk+1 ◦ · · · ◦Ψ9(T ) and use that path to identify inversion pairs in the original tableau T .
Then apply Ψk to the working tableau to obtain the working tableau for the next iteration. Note
that the tableau in row k = 9 is T .
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Proof. Let T be as above. Let k ∈ {2, 3, . . . , n}. Consider the paths πk(T ), πk(T
′). For

1 ≤ i ≤ length(πk(T )), define

ci = ith cell of πk(T )

di = ith cell of πk(T
′).

We will prove by induction that di = c′i. Consider that T
′(d1) = T (c1) = k, so it must be that

d1 = c′1. Suppose that di−1 = c′i−1. Let (a, b) = ci−1. Then di−1 = (a, b)′ = (b, a). Note that the

cell beneath ci−1 is (a− 1, b). Note that the cell to the left of di−1 is (b, a− 1). Thus the cell

beneath ci−1 is the conjugate of the cell to the left of di−1, so the content of these two cells is the

same. Label this content as x. Similarly the cell to the left of ci−1 and the cell beneath di−1 have

the same content, and label this content y. If x > y then, by the definition of πk, ci = (a− 1, b)

and di = (b, a− 1). If y > x then ci = (a, b− 1) and di = (b− 1, a). Either way, di = c′i. Since this

is true for all 1 ≤ i ≤ length(πk(T )), we have shown

πk(T
′) = πk(T )

′.

Lemma 8.15. Let T be a standard tableau of shape λ where λ � n. Let k ∈ {2, 3, . . . , n}. Let x be

an entry in T . Let π be a path in T . Then x is located above π in T if and only if x is located

below π′, the conjugate of π, in T ′.

Proof. Let T , k, x, and π be as above. Let (r, c) be the cell containing x in T and p be the

uppermost row of π at the column c, (p, c) ∈ π. Suppose x is above π in T . Then r ≥ p. Observe

that (c, r) is the cell of x in T ′, and the cell in π′ corresponding to (p, c) in π is (c, p). Since r ≥ p,

we can say that x is to the right of the path π in T ′. Thus x is below π′ in T ′. By analogous logic

it can be shown that if x is below π in T then x is above π′ in T ′, which gives by contraposition

that if x is below π′ in T ′ then x is above π in T . Thus x is above π in T if and only if x is below

π′ in T ′.

Lemma 8.16. Let T be a standard tableau of shape λ where λ � n. Let k ∈ {2, 3, . . . , n}. Then

(a1, . . . , am) is a cycle block in T according to the path πk(T ) if and only if (a1, . . . , am) is a cycle

block in T ′ according to the path πk(T
′).
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Proof. Let T and k be as above. Let (a1, . . . , am) be a cycle block in T according to the path

πk(T ).

Suppose a1 is above πk(T ) in T . Then a2, . . . , am are below πk(T ) in T . By Lemma 8.14,

πk(T
′) is the conjugate of πk(T ). Then by Lemma 8.15, a1 is below πk(T

′) in T ′ and a2, . . . , am

are above πk(T
′) in T ′. Thus (a1, . . . , am) is a cycle block in T ′ according to πk(T

′). Similarly, if

a1 is below πk(T ) in T , then a1 is above πk(T
′) in T ′ and a2, . . . , am are below πk(T

′) in T ′, and

(a1, . . . , am) is a cycle block in T ′ according to πk(T
′).

The same argument holds to show that if (a1, . . . , am) is a cycle block in T ′ according to πk(T
′)

then (a1, . . . , am) is a cycle block in T according to πk(T ).

Lemma 8.17. Let T be a standard tableau of shape λ where λ � n. Let k ∈ {2, 3, . . . , n}. Then

Ψk(T
′) = Ψk(T )

′.

Proof. Let T and k be as above. Let x be an entry in T with cell c.

Suppose x is not in any cycle block of T according to πk(T ). Then the cell of x in Ψk(T ) is c.

Note that the cell of x in T ′ is c′. Also, by Lemma 8.16, x is not in any cycle block of T ′

according to πk(T
′). Thus the cell of x in Ψk(T

′) is c′.

Suppose x is in the cycle block (a1, . . . , am) of T according to πk(T ), x = al for some

l ∈ {1, . . . ,m}. Then the cell of x in Ψk(T ) is the cell of al+1 in T (or the cell of a1 in T if l = 1).

By Lemma 8.16, x is in the cycle block (a1, . . . , am) of T ′ according to πk(T
′). Thus the cell of x

in Ψk(T
′) is the cell of al+1 in T ′ (or the cell of a1 in T ′ if l = 1). But we know that the cell of

al+1 in T ′ (or a1 in T ′) is the conjugate of the cell of al+1 in T (or a1 in T ). Thus the cell of x in

Ψk(T
′) is the conjugate of the cell of x in Ψk(T ).

We have shown that for all entries x in T , the cell of x in Ψk(T
′) is the conjugate of the cell of

x in Ψk(T ). Thus

Ψk(T
′) = Ψk(T )

′.

Corollary 8.18 is a re-expression of Lemma 8.17 in the form that will be needed to prove results

about inversion paths in Theorem 8.19.
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Corollary 8.18. Let T be a standard tableau of shape λ where λ � n. Let k ∈ {2, 3, . . . , n}. Then

Ψk+1 ◦ · · · ◦Ψn ◦ T ′ = (Ψk+1 ◦ · · · ◦Ψn ◦ T )′.

Proof. Follows immediately from applying Lemma 8.17 inductively.

The following theorem shows the same complementarity of conjugate tableau pairs in

Haglund–Stevens inversion statistic as for the Haglund–Stevens major index statistic in

Theorem 8.4.

Theorem 8.19. Let T be a standard tableau of shape λ where λ � n. Then

inv(T ) + inv(T ′) =
n(n− 1)

2
.

Proof. Let T be as above. Let I be the set of legal inversion pairs in [n]2,

I = {(x, y) : x, y ∈ {1, . . . , n}, x > y}.

Note |I| = n(n−1)
2 . Let J be the set of inversion pairs in T and K the set of inversion pairs in T ′.

Note that J and K are subsets of I.

Let (x, y) ∈ J . Let πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ) be the inversion path beginning at x in T . By

Corollary 8.18 we have that

Ψk+1 ◦ · · · ◦Ψn ◦ T ′ = (Ψk+1 ◦ · · · ◦Ψn ◦ T )′,

so by Lemma 8.14 we have that

πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ′) = πk(Ψk+1 ◦ · · · ◦Ψn ◦ T )′.

Consequently πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ′) is the inversion path beginning at x in T ′. Since (x, y) ∈ J ,

we know that y is below πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ) in T . Thus, by Lemma 8.15, y is above

πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ′) in T ′, and so (x, y) /∈ K. In other words, J ⊆ K where K = I \K. By
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similar reasoning, if (x, y) ∈ K then y is above πk(Ψk+1 ◦ · · · ◦Ψn ◦ T ′) in T ′ and y is below

πk(Ψk+1 ◦ · · · ◦Ψn ◦T ) in T , so (x, y) ∈ J which implies K ⊆ J . Thus J = K and I = J �K. Thus

inv(T ) + inv(T ′) = |J |+ |K|

= |J �K|

= |I|

=
n(n− 1)

2
.

Definition 8.20. Two statistics f and g are jointly distributed on a set X if for every x ∈ X,

there exists y ∈ X such that f(y) = g(x) and g(y) = f(x). For example, inversion statistic and

major index statistic are jointly distributed on S5, as seen in Table 7.1. Also, the tableau inversion

statistic and major index statistic are not jointly distributed on SYT(λ � n), as seen in Table 8.2.

The modified Foata’s bijection F on Sn provides a joint distribution of inversion statistic and

major index statistic on Sn.

Definition 8.21. Let φ be Foata’s bijection. Then the modified Foata’s bijection is

F = I ◦ φ ◦ I ◦ φ−1 ◦ I,

where I denotes taking the permutation inverse.

Theorem 8.22 ([6]). For every w ∈ Sn, inv(w) = maj(F (w)) and maj(w) = inv(F (w)).

Since the inversion statistic and major index statistic are jointly distributed on Sn, we would

expect this property to be paralleled on the tableau side with the tableau statistics we use for the

Macdonald Conjecture. Since the tableau inversion and major index statistics fail to be jointly

distributed on SYT(λ � n) (see Table 8.2), this decreases their suitability as candidates for ã(n)

and b̃(n).

Macdonald’s conjecture remains unproven in the general case. The method of proof would

involve developing a modified RSK algorithm, which, as discussed in Chapter 7, would need to

allow for moving entries of partial tableaux to lower rows in some applications of the modified row
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T ∈ SYT(λ � 5) inv(T ) maj(T ) Des(T ) T ∈ SYT(λ � 5) inv(T ) maj(T ) Des(T )

1 2 3 4 5 0 0 {} 5

1 2 3 4
4 4 {4}

4

1 2 3 5
3 3 {3} 3

1 2 4 5
2 2 {2}

2

1 3 4 5
1 1 {1} 4 5

1 2 3
6 3 {3}

3 5

1 2 4
5 6 {2, 4} 2 5

1 3 4
3 5 {1, 4}

3 4

1 2 5
4 2 {2} 2 4

1 3 5
2 4 {1, 3}

5

3 4

1 2

8 6 {2, 4} 4

3 5

1 2

7 5 {2, 3}

5

2 4

1 3

6 8 {1, 3, 4} 4

2 5

1 3

5 4 {1, 3}

3

2 5

1 4

4 7 {1, 2, 4} 5

4

3

1 2

9 9 {2, 3, 4}

5

4

2

1 3

8 8 {1, 3, 4} 5

3

2

1 4

7 7 {1, 2, 4}

4

3

2

1 5

6 6 {1, 2, 3} 5

4

3

2

1

10 10 {1, 2, 3, 4}

Table 8.2: inv and maj are not jointly distributed on SYT(λ � 5)
For example, let U be the tableau of shape (3, 2) and reading word 25134. Observe inv(U) = 3,
maj(U) = 5, but there is no T ∈ SYT(λ � 5) such that inv(T ) = 5 and maj(T ) = 3.
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insertion procedure. The proof would also involve defining tableau statistics ãμ and b̃μ satisfying

the condition ãμ(Q) = invμ(w) and b̃μ(Q) = majμ(w) for (P,Q) = RSK′(w), and possibly

satisfying the condition of being jointly distributed on {T ∈ SYT(λ) : λ � n}.
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