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ABSTRACT

We study quantum computers and their impact on computability. First, we summarize the history of computer science. Only a few articles have determined the direction of computer science and industry despite the fact that many works have been dedicated to the present success. We choose articles by A. M. Turing and D. Deutsch, because A. M. Turing proposed the basic architecture of modern computers while D. Deutsch proposed an architecture for the next generation of computers called quantum computers. Second, we study the architecture of modern computers using Turing machines. The Turing machine has the basic design of modern computers despite its simple structure. Then we study quantum computers. Quantum computers are believed to be the next generation, and expected to have a breakthrough in processing speed. We study what makes quantum computers have such a high processing speed. Third, we study how quantum computers gain such a processing speed with an example of Shor’s algorithm. This algorithm allows quantum computers to factor natural numbers into primes. Finally, we discuss a possible impact of quantum computers on the notion of computability.
CHAPTER 1

INTRODUCTION

This thesis studies quantum computers and their possible impacts on computability. Quantum computing is a technology that is expected to be one of the biggest breakthroughs in computer science and industry. Many techniques and approaches are being tested and developed concurrently. The cutting edge technologies of quantum computers are presently having their beginning [5].

1.1 Thesis structure

The thesis structure is as follows. Chapter 1 surveys the history of computer science with two articles. One was written by A. M. Turing [10], and the other was written by D. Deutsch [3]. We also study quantum mechanics, since a unification of computers proposed by A. M. Turing and quantum mechanics leads to the next generation of computers, called quantum computers, proposed by D. Deutsch.

Chapter 2 studies the design of computers with the article by A. M. Turing [10]. We call the present computers we are using now as classical computers to make a contrast between our present computers and the next generation of quantum computers throughout the dissertation. Then, we study how classical computers are reborn to be the next generation of computers called quantum computers, using the article by D. Deutsch [3]. The chapter gives analysis of how quantum computers change the classical computers’ process mechanism.

Chapter 3 illustrates how quantum computers achieve an incomparable speed with the example of Shor’s algorithm [8]. This algorithm uses a quantum computer to factor a natural number into primes. There, quantum computers show their strength. Classical computers take a long time to factor a large number; however, quantum computers take much less time to complete the task because of the superposition technique. We study how the algorithm uses the superposition method.

Chapter 4 argues that quantum computers will alter the concept of computability and discusses their application to cryptography.
1.2 **Brief survey of computer history and quantum mechanics**

Now, we survey the history of computers. The success of computers and the industry dates back to a mathematics article published in 1936. The mathematician A. M. Turing proposed an elementary model of classical computers called a Turing machine [10]. The concept of computability was proposed as well. He claimed that if a goal and an algorithm are given, then Turing machines can execute the same tasks as humans.

Around the same period, quantum mechanics was being born as well. Quantum mechanics is a subject describing the dynamics of elementary particles, the most fundamental building blocks and constituents of the universe. Unlike classical mechanics, quantum mechanics describes the tiny particles as not points, but waves. The waves are called wave functions. Now particle dynamics is not a movement of a point or dot, but a sum or combination of all possible states represented by wave functions. Each state is assigned a certain probability that tells how likely the state is to occur. The sum of all the wave functions of a particle is called a superposition. The unification of quantum mechanics and classical computers yields another breakthrough in the human history, called quantum computers [3].

Quantum computers are the next generation of computers with an incomparable processing speed. The concept originated from an unification of classical computers and quantum mechanics, proposed by D. Deutsch [3]. His concept was as follows. Quantum mechanics describes particle dynamics as a sum of all possible particle states. Such a sum is called a superposition. On the other hand, classical computers change their CPU and memory states as they execute programs. Deutsch proposed to use quantum mechanics to describe not only particle dynamics, but also CPU and memory dynamics as a superposition of all possible CPU and memory states, and compute the superposition. Thus, quantum computers calculate not individual cases one by one, but all possible cases and scenarios together in one computation.

That unique computation method is how quantum computers achieve an incomparable speed. The most fundamental theory describing nature is again quantum mechanics. Since they simulate quantum mechanics in such a precise way by an enormous speed, quantum computers can simulate any finite physical system. Here, simulation means that quantum computers can
compute all possible evolutions of the physical system and present the outcomes. If a quantum computer is given a proper algorithm and all initial conditions including a number of particles in the universe, then it is possible to simulate the entire universe.
CHAPTER 2

QUANTUM COMPUTERS

2.1 The history of computers

The computer industry is accelerating its development, and the next generation of computers, called quantum computers, is being studied. One of the primary developments of computers is processing speed. Quantum computers are expected to show an incomparable processing speed compared to the present ones in use. This section gives an overview of the history of computers and studies possible impacts quantum computers are about to bring.

Despite the successes and developments of the computer industry, only a certain number of mathematics articles have determined the direction of the industry in the past. This thesis studies two of the landmark works characterizing the history of computer science and the industry.

The first article was written by A. M. Turing [10]. The article proposed Turing machines, which are considered the first model of modern computers. Despite its simple structure, the Turing machine is a great model to study the design and framework of modern computers. Therefore, we study the Turing machines as a simple model of modern computers. We call modern computers as classical computers from now on.

The second article was written by D. Deutsch [3]. The article proposed a computer with a new concept of parallel computing, called a quantum computer. While classical computers perform calculations one by one, quantum computers use a superposition to perform all calculations together. Therefore, the processing speed is incomparable.

Since these two articles are the cornerstones of computer developments, this thesis studies the two works and discusses possible impacts generated by quantum computers.

2.2 The definition of quantum computers

We summarize how we construct quantum computers by three steps. First, we set up preliminaries formulating classical computer CPU and memory states in section 2.3. Second, we model the classical computer CPU and memory states dynamics in section 2.4. Third, we develop
classical computers into quantum computers in section 2.5. We employ the quantum mechanics formulation for two reasons. First, it is convenient to use these notations to represent activities of classical computers. Second, the quantum mechanics superposition formulation is vital for the new concept of parallel computing [3].

2.3 Quantum computer construction and preliminaries

We first model the complex activities of classical computers by a Turing machine and focus on CPU and memory only. Then, we formulate the CPU and memory activities by quantum mechanics. That approach is the exact path paving the way for the next generation of quantum computers. Before we discuss construction of a quantum computer, we review some historical background to justify our approach.

The historical background tells that A. M. Turing proposed a basic machine that computes with a given algorithm, called a Turing machine [10]. The architecture was simple compared to computers we are using currently, because it has only a head (CPU) and long paper tape (memory). Those elements are, however, the cores of the present computers, and the Turing machine is considered a basic model and birth of modern classical computers. Therefore, it is convenient to model classical computers as Turing machines since the machine has the important elements of CPU and memory; at the same time, it is simple and manageable enough to model.

Since we construct quantum computers by that approach, we need to establish three preliminaries: Turing machines, linear algebra, and quantum mechanics. Those are reviewed in the following sections.

2.3.1 Preliminary 1: Turing machines

A Turing machine is a basic model of classical computers. Despite its simple structure, the Turing machine can execute any computer program we are using for classical computers. Thus, the machine has all essential elements of classical computers [10].

A Turing machine consists of several elements. First, the machine has a tape. The tape is a memory and acts as a recording device. Thus, the tape records a sequence of zeros and ones. Each location, which has zero or one, is called a cell. Each zero or one represents one bit of information. Second, the machine has a head. The head models a CPU, and moves left or right
and writes down zero or one on each cell of a long tape of paper. Third, the machine has a state
table. The table is equivalent with programs of classical computers. The table lists a finite
number of predetermined mechanical steps or instructions that tell the machine how to proceed
inputs. Fourth, the machine has a state register. The register indicates a state of the machine.
For instance, if the state register shows the special value of 1, then the machine has completed a
task and halted already. The machine is always in one of a finite number of states. The state
table tells how to change that cell (or leave it unchanged), and whether to move the head one cell
left or right, and how to change one state to another [10].

2.3.2 Preliminary 2: Linear algebra

We employ the concepts of basis and eigenvectors to define quantum and classical
computers. Suppose that we have the infinite dimensional vector space called a Hilbert space, and
there we need to construct a vector $\vec{a}$ representing a position of a particle in the 3-D space. The
following elements formulate the position in the Hilbert space [4].

The first preliminary is basis vectors. Suppose that we have a vector $\vec{a}$ in 3-D space as

$$\vec{a} = a_1 \hat{x} + a_2 \hat{y} + a_3 \hat{z},$$

where $a_1, a_2, \text{ and } a_3$ are real number coefficients, and $\hat{x} = (1, 0, 0), \hat{y} = (0, 1, 0), \text{ and } \hat{z} = (0, 0, 1)$
are basis vectors. The basis vectors have the usual orthonormal relations, which means that,

$$\hat{x} \cdot \hat{x} = \hat{y} \cdot \hat{y} = \hat{z} \cdot \hat{z} = 1 \text{ and } \tag{2.1}$$
$$\hat{x} \cdot \hat{y} = \hat{x} \cdot \hat{z} = \hat{y} \cdot \hat{z} = 0. \tag{2.2}$$

Here, recall that we have the freedom to choose any basis vector set to represent the vector, $\vec{a}$, as
long as the vector set spans the 3-D space. Thus, it is possible to choose another unit vector set,
$\{\hat{\alpha}, \hat{\beta}, \hat{\gamma}\}$, with a new coefficient set, $\{b_1, b_2, b_3\}$ to represent the same vector, $\vec{a}$, as

$$\vec{a} = b_1 \hat{\alpha} + b_2 \hat{\beta} + b_3 \hat{\gamma}. \tag{2.3}$$
A choice of basis vectors is one important decision in quantum mechanics; thus we discuss some more of the perspective next. Here, we change the notation from the linear algebra fashion to the quantum mechanical fashion as

\[ \vec{x} \rightarrow |x\rangle. \] (2.4)

If we have \( |x\rangle = (x_1, x_2, \cdots, x_n) \) and \( |y\rangle = (y_1, y_2, \cdots, y_n) \), then the inner product of \( |x\rangle \) and \( |y\rangle \) is defined as

\[ \langle y|x\rangle \equiv \sum_{i=1}^{n} y_i^* x_i, \]

where \( y_i^* \) is a complex conjugate of \( y_i \). Suppose that \( |x\rangle, |y\rangle, \) and \( |z\rangle \) have the length of one, then, the orthonormal property remains still for the basis vectors as

\[ \hat{x} \cdot \hat{x} \equiv \langle x|x\rangle = 1, \quad \hat{y} \cdot \hat{y} \equiv \langle y|y\rangle = 1, \quad \hat{z} \cdot \hat{z} \equiv \langle z|z\rangle = 1, \] (2.5)

where \((|x\rangle)^* \) is a complex transpose of \( |x\rangle \), and a complex conjugate relation holds as \( \langle x| \equiv (|x\rangle)^* \).

The vector \( \langle x| \) is called a bra-vector and \( |x\rangle \) is called a ket-vector [4].

The next preliminary is eigenvectors. If we have a freedom to choose basis vectors, then it is beneficial to choose a basis of eigenvectors. Recall eigenvectors and eigenvalues in linear algebra. For instance, if we apply an eigenmatrix \( H \) for an eigenvector \( |E_1\rangle \), then we have an eigenvalue \( E_1 \). The formulation is described as

\[ H|E_1\rangle = E_1|E_1\rangle. \] (2.6)

We label an eigenvector by its eigenvalue; i.e. we denote the eigenvector as \( |E_1\rangle \), because it has the eigenvalue \( E_1 \). Also, we change our notation from \( \vec{E}_1 \) to \( |E_1\rangle \) as is usual usage of quantum mechanics.

The next preliminary is the concept of state in quantum mechanics. We construct a quantum mechanics state now. Suppose that our state \( |E\rangle \) has an unknown energy \( E \), however, we know that the quantum state has, say two possible energies \( E_1 \) and \( E_2 \). Then we express the
quantum state $|E\rangle$ by a superposition of the two eigenvectors $|E_1\rangle$ and $|E_2\rangle$ as

$$|E\rangle = \lambda_1|E_1\rangle + \lambda_2|E_2\rangle. \quad (2.7)$$

The coefficients $\lambda_1, \lambda_2$ are associated with the eigenvectors $|E_1\rangle, |E_2\rangle$ respectively. Here, the coefficients must satisfy the property

$$\sum_m |\lambda_m|^2 = 1. \quad (2.8)$$

This is because we would like to use quantum state vectors as a probability density function later, as the usual convention of probability theory. Thus, the length of the vector needs to be 1. Such a coefficient adjustment calculation is called normalization. After normalization, each $\lambda_m$ represents the square root of the probability of $|E_m\rangle$. We will present this process in more detail later.

We now give an example of how the Hamiltonian operator is used. If we would like to know a mean value or an expectation value of our quantum state energy $\mu$, then we apply the energy operator $H$ called the Hamiltonian for the quantum state vector from equation (2.7).

$$H|E\rangle = \lambda_1H|E_1\rangle + \lambda_2H|E_2\rangle. \quad (2.9)$$

Since $|E_1\rangle, |E_2\rangle$ are eigenvectors of $H$ as discussed in equation (2.6), we obtain the eigenvalues, $E_1$ and $E_2$ as

$$H|E\rangle = \lambda_1E_1|E_1\rangle + \lambda_2E_2|E_2\rangle. \quad (2.10)$$

That is one advantage to choosing eigenvectors $|E_1\rangle, |E_2\rangle$ to represent $|E\rangle$. As soon as we apply the Hamiltonian operator, we can tell that the eigenvalues are $E_1$ and $E_2$. Now we apply a ket vector for equation (2.10), then we have

$$\langle E|H|E\rangle = \langle E|(\lambda_1E_1|E_1\rangle + \lambda_2E_2|E_2\rangle). \quad (2.11)$$

Since a dot product of a pair of the eigenvectors is one or zero, we calculate an expectation value of energy $\mu$ as

$$\mu = \langle E|H|E\rangle = |\lambda_1|^2E_1 + |\lambda_2|^2E_2. \quad (2.12)$$
Again, equation (2.12) is a mean value or an expectation value $\mu$ as we see in a probability and statistics course. Here, the bra-ket vectors play the role of a probability density function to compute a mean value of the operator: $H$.

### 2.3.3 Preliminary 3: Quantum mechanics

Quantum mechanics describes evolutions and interactions of particles; however, the field plays two important additional roles in this thesis. First, we use its notations to describe the CPU and memory activities of classical computers. Second, its concept of superposition is the key for parallel quantum computing.

We would like to introduce some examples of quantum mechanics briefly so that the readers can familiarize themselves with the field. One example is that particle energies are allowed to be certain discrete numbers only. Such a discreteness is called energy quantization.

Here, we present two examples to facilitate understanding of the subject before we start a mathematical formalization. Meanings and implications of quantum mechanics are controversial still; thus, we use only arguments agreeable by majority of the physics community [9].

The first example is an electron energy state in a hydrogen atom. The atomic composition of hydrogen is as follows. An electron is orbiting around the atomic nucleus that consists of a proton. Then, the electron is restricted to certain orbits represented by $n$ and energies $E_n$, which have the formula, with the unit of electron volt [eV],

$$E_n = -\frac{13.6}{n^2} \text{[eV]}, \quad n = 1, 2, 3, \ldots \quad (2.13)$$

The orbit is counted with $n = 1$ from the closest to the nucleus. The energies are negative numbers, because an energy input is necessary to free the electron.

The second example is a particle trapped between two potential walls, and its image is as follows. Suppose there are two high potential energy walls. Since a particle does not have kinetic energy bigger than those potential energies, the particle is trapped and bouncing back and forth between them. These particle dynamics can be viewed as a standing wave.

Recall a standing wave generated by a string vibration. If we hold both ends of the string and shake it fast enough, then the string looks stationary. The ends don’t move at all in your
hands, while the middle of string keeps the biggest and constant vertical displacement. Since this kind of vibration has one antinode in the middle and two nodes at both ends, the standing wave has the lowest frequency and energy. If you increase the frequency, the next standing wave will have two antinodes and three nodes. This illustration of antinodes and nodes in a standing wave is one way to understand that the particle energies are discretized between potential walls [4].

Suppose that we have the Hilbert space for a particle energy trapped between two potential barriers as discussed in the second example above, and there we need to construct a function \( \psi_i(x) \) representing a quantum mechanics state of the particle. We now describe how to formulate it in the Hilbert space.

The first step in the formulation is the choice of a basis. If we consider a position vector as discussed previously, then the most useful convention is to choose the basis vectors of \( \hat{x} = (1, 0, 0) \), \( \hat{y} = (0, 1, 0) \), and \( \hat{z} = (0, 0, 1) \) to span the 3-D space in linear algebra. Thus, we need basis functions to span a quantum mechanical state. Here, we present one example regarding how to establish basis functions.

We start with the Schrödinger equation
\[
-\frac{\hbar^2}{2m} \frac{d^2 \psi}{dx^2} + V \psi = E \psi,
\]
where \( \hbar \) is the Planck constant divided by \( 2\pi \), \( m \) is a particle mass, \( x \) is a particle position, \( V \) is a potential energy, \( E \) is an energy of the particle, and \( \psi \) is a wave function of the particle. If a particle is free between two potential barriers, then we set \( V = 0 \) and solve the equation. We have the solution
\[
\psi_i(x) = A \exp \left( -\frac{i\sqrt{2mE_i}}{\hbar} x \right) + B \exp \left( \frac{i\sqrt{2mE_i}}{\hbar} x \right), \quad i = 1, 2, 3, \cdots ,
\]
where \( A, B \) are unknown coefficients. As discussed previously, the energy, \( E_i \), is discretized and equation (2.15) is our basis function.

Our primary interest is a mean or expectation value as an experimental result in quantum mechanics. Thus, it is a more convenient formalization to choose eigenfunctions to construct a quantum mechanics state. One example is that equation (2.15) is an eigenfunction to construct a
quantum mechanics state. If we apply the Hamiltonian operator $H$ for equation (2.15), then we have the eigenvalue $E_i$. The energy $E_1$ is from the ground state $\psi_1(x)$ that has one antinode and two nodes in the second example above, while $E_2$ is from the second state $\psi_2(x)$ with two antinodes and three nodes.

Now, we discuss how to construct a *quantum state* with a superposition of the eigenfunctions $\psi_i(x)$. A concept of that superposition is one of the exact keys toward quantum computers, and we will discuss more details after this section. The following is a process we need.

First, choose possible eigenfunctions and build up a linear combination. Suppose that we have two possible quantum mechanics states $i = 1, 2$ in this example. Then we assemble a quantum mechanics state by a linear combination of the eigenfunctions of $\psi_1(x), \psi_2(x)$ as

$$\psi(x) = C\psi_1(x) + D\psi_2(x), \quad (2.16)$$

where the coefficients $C$ and $D$ are yet to be determined.

Second, determine the unknown coefficients $C$ and $D$. We will use a square of the quantum mechanics state function (2.16) as a probability density function. In other words, if we multiply $\psi(x)$ with its complex conjugate $\psi^*(x)$, then we have a probability density function

$$\text{a probability density function} = \psi^*(x) \cdot \psi(x) \quad (2.17)$$

Equation (2.17) shows a property of the function $\psi(x)$. The property is that the function needs to satisfy the condition

$$\int_{\text{all}} \psi^*(x) \cdot \psi(x) dx = 1. \quad (2.18)$$

Equation (2.18) detemines the unknown coefficients of $C, D$. The process is called *normalization*.

Third, we have the new function of quantum mechanical state

$$\psi(x) = \lambda_1\psi_1(x) + \lambda_2\psi_2(x), \quad \sum_i |\lambda_i|^2 = 1. \quad (2.19)$$

Now, the state function is ready to use as a probability density function.
We use an *evolution operator* to formulate a system evolution in discrete time steps.

Suppose that a physical system is at the initial condition of $t = 0$, which is denoted as $|\psi(0)\rangle$. A quantum mechanical system at an arbitrary time $t$ is represented by an evolution operator $U$ with the initial state $|\psi(0)\rangle$ as

$$|\psi(t)\rangle = U(t, t_0)|\psi(0)\rangle.$$  \hfill (2.20)

Here, $U(t, t_0)$ is the evolution operator with the form

$$U(t, t_0) = \exp\left(-\frac{iH(t-t_0)}{\hbar}\right),$$  \hfill (2.21)

where $H$ is a Hamiltonian, $t_0$ is an initial time ($t_0 = 0$ in this example), and $\hbar$ is the Planck constant divided by $2\pi$. Since the evolution operator is unitary, the following property will hold

$$U^*U = UU^* = \mathbb{I},$$  \hfill (2.22)

where $U^*$ is a complex transpose of $U$ with the form

$$U^+(t, t_0) = \exp\left(i\frac{H(t-t_0)}{\hbar}\right),$$  \hfill (2.23)

and $\mathbb{I}$ is the identity.

A mean or expectation value is of primary interest as an observable result in physics. For instance, a mean value of energy in the quantum state above is evaluated by the Hamiltonian operator $H$ for the quantum state and integrate over all the domain

$$\mu = \int_{\text{all}} \psi^*(x)H\psi(x)dx.$$  \hfill (2.24)

Equation (2.24) gives a mean value of energy $\mu$. 
2.4 Construction step 2: Modeling classical computers

In this section, we construct a classical computer and describe how to execute a program. The quantum mechanical formulation will be used. The following is the outline of this section. The computer construction relies on the approach of Deutsch [3], which this thesis follows closely.

First, we define three parameters identifying a classical computer state. The parameters will represent a scanning head location $x$, a finite processor state $\tilde{n}$, and an infinite memory state $\tilde{m}$. Second, we define computer eigenstates with the three parameters studied at the first subsection. Third, we define a computer eigenstate evolution. The evolution describes a classical computer state program execution. Fourth, we define a state initialization. The initialization step must be completed before a program execution. Fifth, we describe a program execution and how a classical computer returns to the initial state.

2.4.1 The three variables identifying a classical computer state

We need three parameters determining our computer state: the finite processor $\tilde{n}$, the infinite memory (infinitely long tape) $\tilde{m}$, and the currently scanned tape location $x$. We have illustrated how to formulate a position vector in linear algebra and a state function in quantum mechanics. Now, we need a state vector to represent a classical computer state, and three variables to define an eigenvector to construct the state vector. We discuss the variables as follows.

The first variable is $\tilde{n}$ for the finite processor. The processor consists of $M$ cells, and each has two possible states, 0 and 1 which each represents a one bit signal. Each cell is labelled $n_i$ as

$$\tilde{n} = (n_0, n_1, n_2, \ldots, n_{M-1}).$$  \hfill (2.25)

The vector notation of $\tilde{n}$ represents the sequence of $n_i$.

The head and state register of a Turing machine models the finite processor. The state register stores the state of the computation. It moves left or right along an infinitely long tape, and writes down 0 and 1 onto cells of the tape. The bits of zeros and ones represent a status of the finite processor.

The second variable is $\tilde{m}$ for the infinite memory. The infinite memory consists of
infinitely many cells, and each cell is labelled \(m_i\) as

\[
\text{memory: } \vec{m} = (\cdots, m_{-2}, m_{-1}, m_0, m_1, m_2, \cdots).
\]  

The infinitely long tape of a Turing machine models the infinite memory, which is subdivided into cells. The cells are labelled as

\[
(\cdots, m_{-2}, m_{-1}, m_0, m_1, m_2, \cdots).
\]  

Each cell, \(m_i\), has two possible states 0 and 1, which correspond to a digital signal of on and off respectively. That there are only two states is analogous with the two values of fermion spin in quantum mechanics. Fermions have a spin up \(+1\) or down \(-1\). The fact that the fermions have only \(\pm 1\) spin states can be formulated by the spin rotation matrices, and the matrices are used for quantum computers as well. We explain some more detail later. Therefore, each cell of memory \(m_i\) has the state as

\[
m_i = 0 \text{ or } m_i = 1, \quad \forall i \in \mathbb{Z}.
\]  

As a result, the infinite memory will be an infinitely long sequence of 0 and 1, written on an infinitely long tape. The vector notation of \(\vec{m}\) represents the sequence of \(m_i\).

The third variable is \(x\) for the \textit{currently scanned tape location}. The currently scanned tape location is represented by the variable \(x\) as

\[
\text{currently scanned tape position } x: \quad (\cdots, -2, -1, 0, 1, 2, \cdots)
\]  

The variable \(x\) corresponds to the index \(i\) of \(m_i\). Thus, if \(x = 4\), then the scanned tape location is the cell of \(m_4\) currently in the infinitely long tape. Since the tape has an infinite length, the variable \(x\) can be any integer representing each cell in the infinitely long tape modeling the infinite memory.

We represent eigenvectors of a classical computer state with the above three variables as

\[
|x; \vec{m}\rangle \equiv |x; n_0, n_1, \cdots, n_{M-1}, \cdots, m_{-1}, m_0, m_1, \cdots\rangle,
\]  
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with the orthonormal property of

$$\langle x_2; \vec{n}_2; \vec{m}_2 | x_1; \vec{n}_1; \vec{m}_1 \rangle \equiv \delta_{x_1x_2}\delta_{\vec{n}_1\vec{n}_2}\delta_{\vec{m}_1\vec{m}_2},$$

(2.31)

where $\delta$ is a Kronecker delta symbol. Recall that $|x_1; \vec{n}_1; \vec{m}_1\rangle$ is an unit vector identified by its labeling of $x, \vec{n}, \vec{m}$; thus, its inner product with itself will be one. That its own inner product is an unity is the same requirement we impose onto the basis vectors as discussed in equation (2.1).

We define a classical computer eigenstate evolution. The evolution of the eigenstates over time is formulated by an evolution operator. As the evolution operator is discussed in the quantum mechanics preliminary, a dot product of eigenvectors define an evolution operator.

**2.4.2 Evolution operators**

A classical computer state evolution is formulated by an operator called the evolution operator $U$. The evolution operator has certain properties as follows.

First, the evolution operator is a constant operator, and its time interval is constant. That time interval is the exact time length that the scanning head moves one cell to the next cell left or right. If an evolution is a $n$-step process, then we need to use the operator $n$ times. Thus, we will have

$$UUUU\ldots U \mid \{z\}_n \rangle = U^n.$$

(2.32)

The evolution operator can be understood as follows. Applying the evolution operator $n$ times means that time elapses by the amount of $nT$, where $T$ is the minimum time interval by which the scanning head moves. Thus, a computer state $|\psi(t = nT)\rangle$ shows that the time amount of $nT$ has passed since the initial state $|\psi(t = 0)\rangle$, which can be formulated with the evolution operator as

$$|\psi(t = nT)\rangle = U^n|\psi(t = 0)\rangle \quad (n \in \mathbb{Z}^+).$$

(2.33)

Second, the evolution operator is an unitary operator. Thus, the following property holds

$$U^+U = UU^+ = \mathbb{I},$$

(2.34)
where $I$ is the identity matrix, and $U^+$ is the complex transpose of $U$.

Third, the evolution operator changes a currently scanned tape location in a computer state. Since the scanning head is in motion always, if time $T$ elapses, then the head will be in an adjacent cell either right or left. Thus, conversely speaking, if the evolution operator is applied, then time elapses with the same amount of $T$, by which the scanning head moves. Therefore, the operator changes a location of the scanning head forward or backward on the infinitely long tape.

Since the evolution operator moves the scanning head forward or backward, there are two possible representations for the operator,

$$U \rightarrow U^F \text{ or } U^B,$$

where the operator $U^F$ moves the scanning head forward (right) while the operator $U^B$ moves the scanning head backward (left). Since the scanning head is in motion always in the infinitely long tape, the evolution operator has no sub-operator representing the head static. The operator has only two sub-operators representing two motions.

We consider how the sub-operators $U^F$, $U^B$ change a computer eigenstate $|x; \tilde{n}; \tilde{m}\rangle$. The evolution operator $U^F$ moves the scanning head of computer forward. Thus, we have

Forward motion: \[ U^F |x; \tilde{n}; \tilde{m}\rangle = |x + 1; \tilde{n}'; \tilde{m}'\rangle. \] (2.36)

The evolution operation $U^B$ moves the scanning head of computer backward. Thus, we have

Backward motion: \[ U^B |x; \tilde{n}; \tilde{m}\rangle = |x - 1; \tilde{n}'; \tilde{m}'\rangle. \] (2.37)

Fourth, the evolution operator can be represented as a matrix. If the evolution operator is applied for a computer state $|x; \tilde{n}; \tilde{m}\rangle$ once, then a new computer state will be

$$U|x; \tilde{n}; \tilde{m}\rangle.$$ (2.38)

Now, it is evaluated the probability that the new computer state: $U|x; \tilde{n}; \tilde{m}\rangle$ is $|x'; \tilde{n}'; \tilde{m}'\rangle$. Then,
the bra vector $\langle x'; n'; m' |$ is applied for the new state, thus, we obtain

$$|\langle x'; n'; m'| U | x; n; m \rangle|^2. \quad (2.39)$$

Thus, the dot product of the two computer states is the matrix representation of evolution operator as

$$U^{F,B}(x'; n'; m'| x; n; m) = \frac{1}{2} \delta^{A(n, m)} \delta^{B(n, m)} [1 \pm C(n, m)], \quad (2.40)$$

where $A, B, C$ are functions with the ranges of $(\mathbb{Z}_2^M), \mathbb{Z}_2, \{-1, 1\}$ respectively. We discuss the conversion factor $\frac{1}{2}[1 \pm C(n, m)]$ more. We have the motivation to incorporate the factor as follows.

We would like to use the spin rotation operator of quantum mechanics to formulate one bit signal of zero and one so that a matrix element $U^{F,B}(x'; n'; m'| x; n; m)$ will be zero or one at equation (2.40). For that purpose, we reset the fermions’ spin $+\frac{1}{2}$ to be +1, and $-\frac{1}{2}$ to be −1. The conversion factor $C(n, m)$ will have those ±1 as inputs, and $U^{F,B}(x'; n'; m'| x; n; m)$ will be zero or one. At the same time, the spin rotation operators will formulate a switch between ±1.

### 2.4.3 Initializing a computer eigenstate

Once the computer is activated, then it starts running the program, and the process is formulated by repeatedly applying the evolution operator $U$ to the computer state.

Before the processor starts proceeding any information, a computer state $\psi(t)$ must be initialized. Then, the following steps must be proceeded for initialization. First, the time is set to be zero $t = 0$. Second, the currently scanned tape location will be at the initial starting position $x = 0$. Third, the finite processor is ready to start $n = 0$. Fourth, the memory state is set to be $m = 0$. Thus, the initial state of the computer is a linear superposition of the eigenvectors of (2.30)

$$|\psi(t = 0)\rangle = \sum_m \lambda_m | x = 0; n = 0; m = 0 \rangle, \quad (2.41)$$

Be aware again that a complex square of $\psi(t)$ is a probability function. Thus, the following
condition must be satisfied,
\[ \sum_m |\lambda_m|^2 = 1. \] (2.42)

### 2.4.4 Classical computer program executions

Now, after the initialization process is complete, the computer executes a program. Recall that a computer state is identified by the three parameters \( x, \bar{n}, \bar{m} \) defined in section 2.4.1, of which each is separated by a semicolon in the ket vector as
\[
| \overset{\text{position}}{x} : \overset{\text{processor}}{\bar{n}} : \overset{\text{memory}}{\bar{m}} \rangle. \] (2.43)

Classical computers receive inputs and a program, then yield outputs in a program execution. Suppose that a computer executes a computable function \( f \). We can make a program executing the computable function \( f \). Let’s call the program \( \pi(f) \). The program \( \pi(f) \) receives the inputs \( i \), and generates outputs \( f(i) \). Recall that the finite processor consists of the cells labelled between \( n_0 \) and \( n_{M-1} \), while the infinite memory consists of an infinite number of cells \( m_i \) as in equation (2.26).

We need to *initialize* the computer eigenstate before a program execution. Thus, we follow the discussion in section 2.4.3. First, we set the currently scanned tape location \( x \) to be 0 as
\[ x : x \rightarrow 0. \] (2.44)

Second, we set the finite processor to be the initial condition as
\[ \bar{n} : \bar{n} \rightarrow \bar{0}. \] (2.45)

Here, \( \bar{0} \) represents a sequence of zeros.

Third, we store the program \( \pi(f) \) and input \( i \) onto the infinite memory. We have the
initial condition that all the infinite memory cells have zeros, i.e.

\[ \vec{m} = \vec{0} = (\cdots, 0_{m_{-2}}, 0_{m_{-1}}, 0_{m_0}, 0_{m_1}, 0_{m_2}, \cdots). \tag{2.46} \]

Then, we need to allocate some part of the infinite memory \( \vec{m} \) to the program \( \pi(f) \) and input \( i \).

Suppose that the program \( \pi(f) \) is recorded at the cells between \( m_{-100} \) and \( m_0 \), and the inputs \( i \) have the cells between \( m_1 \) and \( m_{10} \). Then, the memory \( \vec{m} \) has the new state as

\[
\vec{m} = (\cdots, 0_{m_{-101}}, \cdots, 0_{m_{-100}}, \cdots, 0_{m_{11}}, \cdots) \\
\equiv (\pi(f), i, \vec{0}). \tag{2.47}
\]

Be aware that the rest cells of the infinite memory have a null value represented by \( \vec{0} \). Now, we record the program \( \pi(f) \) and input \( i \) onto the infinite memory, and we have the new memory state as

\[ \vec{m} : \vec{0} \rightarrow (\pi(f), i, \vec{0}). \tag{2.48} \]

We modify the eigenstate (2.43) with the above change as

\[ |x; \vec{n}; \vec{m}\rangle \rightarrow |0_{\vec{n}}; \vec{0}; \pi(f), i, \vec{0}\rangle. \tag{2.49} \]

Now, equation (2.49) is the eigenstate when the program \( \pi(f) \) starts with the input \( i \).

Once the computer has been initialized, we can execute the program. The remainder of this section summarizes how the computer state changes at each step of execution.

As the program \( \pi(f) \) is executed, the computer changes its CPU and memory states step by step. Its constant change is described as an evolution of the computer state (2.49) with the evolution operator \( U \). Suppose that the outputs \( f(i) \) are recorded on the cells between \( m_{11} \) and
\( m_{20} \) in the infinite memory. Then, the new memory state is as

\[
\tilde{m} = (\cdots, 0, \underbrace{m_{-100}, \cdots, m_{-101}, m_0, \cdots, m_{10}, m_{11}, \cdots, m_{20}, \cdots}_{\text{program: } \pi(f)}), \underbrace{0, \cdots, 0}_{\text{input: } i, \text{output: } j}
\]

\[
\equiv (\pi(f), i, f(i), \tilde{0}). \quad (2.50)
\]

Then, the execution of the program is represented as an evolution of the computer state (2.49) with applying the evolution operator \( U_n \) times. Thus, we have the equation as

\[
U^n | \begin{array}{c}
\underbrace{0, \cdots, 0}_{\text{program: } \pi(f)}, \underbrace{i, \cdots, 0}_{\text{inputs}} \end{array} \rangle = | \begin{array}{c}
\underbrace{0, \cdots, 0}_{\text{program: } \pi(f)}, \underbrace{i, \cdots, f(i), \cdots, 0}_{\text{outputs}} \end{array} \rangle. \quad (2.51)
\]

Recall that the inputs, program, and outputs are recorded as a sequence of one bit signals, 0 and 1, on the infinite memory \( \tilde{m} \). Also, be aware at equation (2.51) that the CPU state \( \tilde{n} \) changes as

\[
\tilde{n} = (0, \cdots, 0) \rightarrow \tilde{n} = (1, 0, 0, \cdots, 0) \quad (2.52)
\]

In other words, the new CPU state has 1 at the first cell. That is a signal indicating that the program execution is complete.

### 2.4.5 Issues in constructing quantum computers

We would like to build a quantum computer; however, we need to resolve some technical issues.

- **Issue 1:** We need to make a program for quantum computers to execute. We construct the program \( \pi(f) \) that uses a computable function \( f \), receives the input \( i \) at slot 2, and generates its output \( f(i) \) to slot 3 in this example.

- **Issue 2:** Each cell changes its stored value as the program is executed. We use the spin rotation matrices to formulate the process.

- **Issue 3:** A computer state must return to the initial state after a program execution. In
other words, the state must be in a sequence of null values except a new result of the program execution.

For issue 1, we need to make a program for quantum computers to execute. We will discuss two programs. One is the executable program $\pi(f)$ executing the computable function $f$. The other is its subprogram $\phi$ which main role is to take a value at a slot, use it as an input for a computable function $g$, and replace it with the function’s outcome.

First, we discuss the executable program $\pi(f)$ and the computable function $f$. It accepts an input and generates an output. Now, we suppose that the program has the input $i$ at slot 2, and generates the output $f(i)$ at slot 3. Here, we name a group of memory cells a slot. Each cell holds one bit of information zero or one; however, one cell does not have enough capacity to store all information necessarily. For instance, if you would like to store the value of 3, then the number is shown as 11 in a binary expression. Thus, we need two cells to store 3. To store information, CPU regroups cells of $2^1,2^2,2^3$ and so on at an infinite amount of cells, and such a group of memory cells is called a slot. In the previous example, we assigned the input $i$ to the memory cells between $m_{11}$ and $m_{20}$. We call the memory cells as slot 2, and slot 3 is a group of the memory cells between $m_{11}$ and $m_{20}$. Slot 1 is a group of the memory cells, labelled between $m_{-100}$ and $m_{0}$, and stores the program $\pi(f)$. The executable program has the notation $\pi(f)$, and it is modified with the new information of inputs and outputs as

$$\pi(f) \rightarrow \pi(f, 2, 3)$$

(2.53)

Now, the program has the new notation $\pi(f, 2, 3)$, where 2 represents the input slot while 3 represents the output slot.

The computer eigenstate of equation (2.51) has the new notation, with the new program notation $\pi(f, 2, 3)$, as

$$|0_x; 1_{\bar{n}}; \pi(f, 2, 3), i, f(i), 0_{\bar{m}}\rangle$$

(2.54)

Equation (2.54) has all the information of $x, \bar{n}, \bar{m}$ explicitly. For now, we abbreviate the notation of equation (2.54) since we are focusing on activities of the infinite memory only. Thus, we have
the notation
\[
|0; 1, \bar{0}; \pi(f), i, f(i), \bar{0}\rangle = |\pi(f, 2, 3), \bar{i}, f(i)\rangle.
\] (2.55)

The program \(\pi(f)\) receives an input \(i\), executes a computable function \(f\), yields an output \(f(i)\), and resets \(x, \bar{n}, \bar{m}\) to the initial condition. If it is an \(n\)-step process, then the evolution operator can express the program execution as
\[
U^n|0; \bar{0}; \pi(f), i, \bar{0}\rangle = |0; 1, \bar{0}; \pi(f), i, f(i), \bar{0}\rangle.
\] (2.56)

The program \(\pi(f, 2, 3)\) receives an input \(i\) at slot 2, executes the computable function \(f\), generates an output \(f(i)\) to slot 3, leaves slot 2 unchanged, and resets the rest of computer state to the initial state. Since the function \(f\) is computable, the program output \(f(i)\) is added on a previously stored value at slot 3. For instance, if slot 3 has some non-zero sequence \(j\) initially, then the initial value \(j\) should not be just replaced by, but combined with a new output \(f(i)\). Thus, the output result is expressed as
\[
\text{output slot } j \rightarrow j \oplus f(i),
\] (2.57)

where \(\oplus\) is any associative and commutative operator following the algebra rule
\[
\oplus \text{ algebra rule: } \begin{cases} i \oplus i = 0, \\ i \oplus 0 = i, \end{cases}
\] (2.58)

Thus, a computer eigenstate evolves with the program execution as
\[
|\pi(f, 2, 3), \bar{i}, j\rangle \rightarrow |\pi(f, 2, 3), \bar{i}, j \oplus f(i)\rangle,
\] (2.59)

where we abbreviate \(x\) and \(\bar{n}\). Here, the \(\oplus\) algebra represents a binary operation. Recall that a slot is a group of cells in the infinite memory. The cells show a binary number, i.e. a sequence of 0 and 1. There, a combination of \(j \oplus f(i)\) will be a binary operation following the algebra rule of
Second, we define the subprogram \( \phi(g, a) \) as a part of \( \pi(f) \). Its role is to transform a stored information, integer \( i \), into \( g(i) \) at slot \( a \) with a computable function \( g \). A bijective computable function \( g \) has a program \( \phi(g, a) \), and its role is to replace an integer \( i \) in slot \( a \) by \( g(i) \). The subprogram \( \phi(g, a) \) consists of four parts, and we explain them as follows.

1. The first part is \( \phi_1(g, a, b) \). Suppose that slot \( a \) has \( x \) and slot \( b \) has zero initially. Then \( \phi_1(g, a, b) \) changes the values of slots \( a \) and \( b \) as follows,

\[
\begin{align*}
\text{slot } a &: i \rightarrow i, \\
\text{slot } b &: 0 \rightarrow g(i) \oplus 0 \rightarrow g(i).
\end{align*}
\]

(2.60) \hspace{1cm} (2.61)

Slot \( b \) stores the value of \( g(i) \) temporarily.

2. The second part is \( \phi_2(g^{-1}, b, a) \). This portion resets the value of slot \( a \) to be zero as follows,

\[
\begin{align*}
\text{slot } a &: g^{-1}(g(i)) \oplus i \rightarrow i \oplus i \rightarrow 0, \\
\text{slot } b &: g(i) \rightarrow g(i).
\end{align*}
\]

(2.62) \hspace{1cm} (2.63)

3. The third part is \( \phi_3(I, b, a) \). This portion adds \( g(i) \) into the value of 0 at slot \( a \) as follows,

\[
\begin{align*}
\text{slot } a &: g(i) \oplus 0 \rightarrow g(i), \\
\text{slot } b &: g(i) \rightarrow g(i).
\end{align*}
\]

(2.64) \hspace{1cm} (2.65)

4. The fourth part if \( \phi_4(I, a, b) \). This portion adds \( g(i) \) into the value at slot \( b \) and resets the value to be zero at slot \( b \) as follows,

\[
\begin{align*}
\text{slot } a &: g(i) \rightarrow g(i), \\
\text{slot } b &: g(i) \oplus g(i) \rightarrow 0.
\end{align*}
\]

(2.66) \hspace{1cm} (2.67)
\[ V_0 = \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix} \quad V_1 = \begin{pmatrix} \cos \alpha & i \sin \alpha \\ i \sin \alpha & \cos \alpha \end{pmatrix} \]

\[ V_2 = \begin{pmatrix} \exp(i\alpha) & 0 \\ 0 & 1 \end{pmatrix} \quad V_3 = \begin{pmatrix} -1 & 0 \\ 0 & \exp(i\alpha) \end{pmatrix} \]

(2.70) (2.71)

**Figure 1: Spin rotation matrices**

The matrices formulate a change between zero and one at each cell. A combination of the four matrices can construct a unitary operator arbitrary close to any given unitary operator.

We combine the four portions and obtain the subprogram \( \phi(g, a) \) as

\[ \phi(g, a) = \phi_1(g, a, b)\phi_2(g^{-1}, b, a)\phi_3(I, b, a)\phi_4(I, a, b). \]  

(2.68)

Again, the overall effect of \( \phi \) is to take a value \( i \) at slot \( a \) and put \( g(i) \) into slot \( a \). Here, \( I \) is the perfect measurement function [2], and this function is defined as,

\[ |\pi(I, 2, 3), i, j\rangle \rightarrow |\pi(I, 2, 3), i, j \oplus i\rangle. \]  

(2.69)

For issue 2, we use the spin rotation matrices to formulate one bit of information at each cell. The bit information changes between zero and one at each cell of the infinite memory. We use the spin rotation matrices in quantum mechanics to formulate the process. The matrices formulate a change between zero and one at each cell. A combination of the four matrices can construct a unitary operator arbitrary close to any given unitary operator. The matrices are shown in Figure 1.

The formulation provides another advantage. Classical computers are based on one bit information, 0 and 1; however, the spin rotation operator formulation allows any weighted combination of 0 and 1. Thus, the approach not only describes a bit information in classical computer, but also has the advantage to formulate a superposition state in quantum computer.

Recall the subprogram \( \phi(g, a) \) discussed at issue 1. We consider an executable program \( \phi(V_i, a) \). It performs the rotation operator \( V_i \) for \( i \in \{0, 1, 2, 3\} \) on the least significant digit in slot \( a \). We illustrate the program now. Suppose a computer state, which has the least significant digit
\( j \), which is zero or one, at slot 2. Then, we apply the rotation operator \( V_i \) and that computer state evolution is described as

\[
|\phi(V_i, 2), j\rangle \to \sum_{k=0}^{1} (k|V_i|j)\langle \phi(V_i, 2), k|)
\]

\[
= \langle k|V_i|j)\langle \phi(V_i, 2), k|k=0 + \langle k|V_i|j)\langle \phi(V_i, 2), k|k=1. \tag{2.72}
\]

We add some more information for the equation (2.72). First, the initial number \( j \) will be \( k \) after the operation. Since \( j, k \) represent one bit, their possible numbers are zero or one again.

Second, the initial computer state \( |\phi(V_i, 2), j\rangle \) will evolve after we execute the program \( \phi(V_i, 2) \) and apply the rotation operator \( V_i \). There are two possible outcomes \( |\phi(V_i, 2), k\rangle \) with \( k = 0 \) and \( k = 1 \). We would like to know a probability that the initial computer state \( |\phi(V_i, 2), j\rangle \) ends up with the final computer state \( |\phi(V_i, 2), k\rangle \) with \( k = 0 \) and \( k = 1 \). Therefore, we construct a probability amplitude \( \langle k|V_i|j) \) for \( k = 0, 1 \) respectively, and create the new computer state;

\[
\sum_{k=0}^{1} \langle k|V_i|j)\langle \phi(V_i, 2), k|. \tag{2.73}
\]

Be aware that we obtain a probability for \( k = 0, 1 \) each if we square their associating probability amplitudes \( \langle k|V_i|j) \).

For issue 3, we need to ensure that the computer state \( |\psi(t)\rangle \) returns to the initial state after the program execution. Suppose that the computer consists of a sequence of \( L \) cells which stores \( L \)-bit information and a program \( \rho(|\psi\rangle) \). The program \( \rho(|\psi\rangle) \) returns a computer state \( |\psi(t)\rangle \) to the basis state \( |0_L\rangle \) in which all \( L \) bits are zero.

For instance, a computer state \( |\psi(t)\rangle \) has two possibilities depending on its first bit, 0 or 1. Thus, the state is expressed by a linear superposition of those two possibilities as

\[
|\psi(t)\rangle = c_0|0\rangle|\psi_0\rangle + c_1|1\rangle|\psi_1\rangle, \tag{2.74}
\]

where the first term represents that the state’s first bit is zero while the second term represents that the state’s first bit is one. The ket vectors \( |\psi_0\rangle \) and \( |\psi_1\rangle \) are states of the \( L - 1 \) bits that are stored in the cells between \( m_2 \) and \( m_L \). By the induction hypothesis, there exists programs \( \rho_0 \)
and $\rho_1$ which returns $|\psi_0\rangle$ and $|\psi_1\rangle$ to the $(L - 1)$-fold product $|0_{L-1}\rangle$. Therefore there exists a program which executes the following step. If the first bit is zero, then execute $\rho_0$ and return $|\psi_0\rangle$ to $|0_{L-1}\rangle$. If the first bit is one, then execute $\rho_1$ and return $|\psi_1\rangle$ to $|0_{L-1}\rangle$. This operation, acting on the cells between $m_2$ and $m_L$, returns the physical state (2.74) to

$$(c_0|0\rangle + c_1|1\rangle)|0_{L-1}\rangle.$$  

(2.75)

### 2.4.6 In what sense is our quantum computer universal?

We discuss what universal computers mean here. Certain computers are designed and built for specific purposes such as optimization calculations or payment calculations at grocery stores. They are calculators rather than universal computers.

Universal computers serve general purposes. If a specific computable algorithm is given with arbitrary inputs, then a universal computer can present results. Universal computers execute computable functions. So, a computer is called universal if it generates an output based on a given algorithm (or a program) to execute a provided mathematical function.

Therefore, in addition to optimization or price calculation, universal computers can calculate an economic growth rate, an average score of examinees, or annual interest rate of a bank as long as an algorithm is given.

Quantum computers have the following capabilities. They have a finite size of CPU and memory. The memory is called qubit, which stores a superposition of CPU and memory states. Quantum computers execute quantum algorithms step by step, generate outputs, and halt. The execution process is formulated theoretically by an unitary operator.

Our quantum computer can simulate any quantum computer with any input. Given a specific algorithm, a quantum computer can execute it and generate outputs. Therefore, it will be a perfect physical simulator such as the entire universe with an appropriate input.

### 2.5 Construction step 3: Quantum computers from classical ones

A new approach for parallel computing, called a superposition, is a leap from classical to quantum computers. Classical computers employ parallel computing techniques already. Here are
some methods. One computer uses not just one CPU, but some CPUs together for one task. The idea is that many tasks can be subdivided into smaller ones. Therefore, the parallel computing technique subdivides one big task into pieces and assigns them into all CPUs. Concurrent computing assigns a main task to many CPUs and proceeds simultaneously. One advantage is that the concurrent technique can connect as many CPUs as needed and use all together for one task. Classical computers have techniques for parallel computing, and all the techniques have the same approach to use as many CPUs as possible so that a task can be completed soon. Therefore, the processing speed depends on the number of CPUs. Unlike that approach, quantum computers use a superposition of states. We illustrate that difference conceptually.

Classical computers proceed a task one step at a time. For instance, if a classical computer calculates a function \( f(x) \) with the input \( x = 0, 1, 2, \cdots, n \), then the computer calculates the function \( n \) times once with each input to obtain the output \( \{f(0), f(1), f(2), \cdots f(n)\} \). Therefore, the processing speed depends on the number of CPUs.

Quantum computers use the idea of superposition. For instance, if a quantum computer calculates the same function \( f(x) \), then it defines a new parameter \( \alpha \) by a superposition. Suppose that we define the input \( x = 0 \) in two cells as \( |0, 0\rangle \), the input \( x = 1 \) in two cells as \( |0, 1\rangle \), and the input \( x = 2 \) in two cells as \( |1, 0\rangle \). The superposition of all the three inputs will be as

\[
\alpha = c_0|0, 0\rangle + c_1|0, 1\rangle + c_2|1, 0\rangle, \tag{2.76}
\]

and a quantum computer computes the computable function \( f \) as

\[
f(x = \alpha). \tag{2.77}
\]

The superposition enables three calculations to be completed by one computation. Here, a linear superposition is the key concept and a big advantage of quantum computers. It is not a number, but a superposition of each state, \( |0, 0\rangle, |0, 1\rangle, \) and \( |1, 0\rangle \), that a quantum computer calculates. The concept needs two developments, qubit and a new quantum algorithm. Now, we discuss how the classical computer’s concept, one bit signal of 0 and 1 leaps to the concept qubit next, and an example of quantum algorithm in the next chapter. We need a new memory cell system for a
superposition parallel computing, and it is called *qubit*. We discussed the memory consisting of cells. A conceptual contrast between classical and quantum computings is as follows. Suppose that classical computers have three cells. Each cell can have 0 or 1. Classical computers receive the input $x$, and compute the computable function $f$. For instance, if $x = 0$, then 0 is represented as a bit signal of three cells as $(0, 0, 0)$. The program $\pi(f)$ computes $f : (0, 0, 0)$, then it moves to the next calculation $x = 1$ with $(0, 0, 1)$. The process is repeated eight times until the program finishes the computation of $(1, 1, 1)$.

On the other hand, quantum computers have *qubits*. The qubits can have a number, 0 or 1. It is represented as a superposition of two states as equation (2.74). Then, instead of calculating each case, $(0, 0, 0), (0, 0, 1), \cdots, (1, 1, 1)$ respectively as the classical computers do, the qubit computes all the eight cases together as a superposition of $(0, 0, 0), (0, 0, 1), \cdots, (1, 1, 1)$. Such a superposition can be represented as:

$$
\alpha = c_1(0, 0, 0) + c_2(0, 0, 1) + c_3(0, 1, 0) + \cdots + c_8(1, 1, 1).
$$

The quantum computers compute not each state of $(0, 0, 0), (0, 0, 1), \cdots, (1, 1, 1)$ separately, but $\alpha$ so that all the cases $2^3 = 8$ can be completed by one calculation. The coefficients $c_1, c_2, \cdots, c_8$ represent probability amplitudes, but only one can be observed. The qubit technology has only to use one cell once since the technology uses a superposition of the bit signals zero and one both simultaneously, while a classical computer uses one cell twice for zero and one respectively. So, the quantum computers are faster than the classical computers twice if both have only one cell. If the qubit technology uses $q$ cells, then the quantum computers are, in principle, faster by $2^q$ times. Quantum mechanics is the most fundamental theory describing the nature. The nature evolves with a probability. Therefore, quantum computers can simulate and reproduce any finite physical system evolution. Quantum computers can simulate even the universe itself if they are given a proper computable algorithm and all the data as an initial condition. Such a computation process, however, needs a new algorithm differing from classical codes we are using currently.
CHAPTER 3

QUANTUM PROGRAMS

3.1 Shor’s algorithm

We discussed that quantum computers have a revolutionary system of parallel computing, which generates an incomparable processing speed so far. We, however, need a quantum program to maximize the potential of quantum computer. Here, we study how a quantum program achieves such a fast processing speed with the example of Shor’s algorithm.

The mathematician Peter Shor proposed a quantum computer program called *Shor’s algorithm*, and its purpose is integer factorization, i.e. finding prime factors for a given integer \( n \) [8].

Shor’s quantum algorithm has a root of the idea in number theory that finding the period of a function is related to finding the factors of a large composite integer [12].

If an integer \( n \) is given and we would like to factor it into primes, then we construct the mod function \( f_n(a) = x^a \mod n \), where \( x \) is an integer chosen at random, and coprime with respect to \( n \).

The next step is to substitute \( a \) with \( 0, 1, 2, \ldots, Q - 1 \), where \( Q = 2^q \) and \( n^2 \leq Q \leq 2n^2 \), at the mod function and obtain their outputs. The parameter \( q \) is a size of qubits the quantum computer has. The outputs will show a certain pattern. The number of values contained in that pattern is called the period \( r \), that is a function of \( x \). Number theory predicts that the greatest common divisor \( \gcd(x^{r/2} - 1, n) \) is likely to be a factor of \( n \).

3.2 Pseudocode for Shor’s algorithm

Now, we illustrate how the idea is used for Shor’s algorithm with \( n = 15 \), since the algorithm was tested to factor the number \( n = 15 \) with quantum computers and the experiment was successful for the first time in the history [11].

First, choose a number \( x \) that is coprime with respect to \( n \). So, \( x = 8 \) in this example.

Second, define the mod function \( f_n(a) = x^a \mod n \) with \( x = 8 \) and \( n = 15 \), that is
\[ f_{15}(a) = 8^a \mod 15. \]

Third, substitute \( a \) with 0, 1, 2, \cdots and obtain outputs of the mode function. There we have,

\[
\begin{align*}
    f_{15}(0) &= 1, & f_{15}(1) &= 8, & f_{15}(2) &= 4, & f_{15}(3) &= 2, & f_{15}(4) &= 1, & f_{15}(5) &= 8, & f_{15}(6) &= 4, & \cdots \\
\end{align*}
\]

(3.1)

Fourth, analyze the outputs. The outputs form the clear pattern of 1, 8, 4, 2, 1, 8, 4, 2, \ldots, and the pattern consists of four numbers 1, 8, 4, and 2. Thus, the period of this sequence is \( r=4 \). The period \( r = 4 \) is what the algorithm is looking for.

Fifth, compute the greatest common divisor \( \gcd(x^{r/2} - 1, n) \) of \( x^{\frac{r}{2}} - 1, n \). Suppose that we have \( x^r \equiv 1 \mod n \), where \( r \) is a period. Then, its mathematical equivalence is \( x^r - 1 = 0 \mod n \). So, we can rewrite it as;

\[
n| x^r - 1 \rightarrow n | (x^{\frac{r}{2}} - 1)(x^{\frac{r}{2}} + 1). \tag{3.2}
\]

If the equation \( n | (x^{\frac{r}{2}} - 1)(x^{\frac{r}{2}} + 1) \) holds, but \( n \nmid x^{\frac{r}{2}} - 1 \) and \( n \nmid x^{\frac{r}{2}} + 1 \), then verification shows that there are suitable values of \( x \). Now, if \( f = \gcd(x^{r/2} - 1, n) \) is less than \( n \), is not 1, and is a divisor of \( n \), then 4 is a factor of \( n \).

The greatest common divisor of \( \gcd(x^{r/2} - 1, n) \) will be \( \gcd(63, 15) = 3 \). The number 3 is a non-trivial divisor of the number 15. If you have one factor of \( n \), then the other is calculated by a simple division as \( 15/3 = 5 \). Now, we have \( 15 = 3 \times 5 \).

### 3.3 Implementing Shor’s algorithm on a quantum computer

The key is to find the period \( r \) of the mod function \( f_n(a) = x^a \mod n \) for a factor of given number \( n \). The quantum computer can find a period \( r \) more quickly than a classical computer. The following is an outline of the process.

First, the quantum computer reserves slot 2 and 3 at memory as discussed in section 2.4.4,
and sets the initial condition as

\[ |x; \tilde{n}; \tilde{m}\rangle = \left| \begin{array}{c} 0 \vdots \tilde{0} \vdots \pi(f), 0 \vdots 0, \tilde{0} \end{array} \right| \text{slot 2 slot 3 memory } \tilde{m}. \quad (3.3) \]

Note that \( f \) is the mod function and \( \pi(f) \) is its executable program.

Second, at slot 2, the quantum computer creates a superposition of the integers \( a = 0, 1, 2, 3, \ldots, Q - 1 \), where \( Q = 2^q \) and \( q \) is the size of qubit. The superposition will be a linear combination of all those inputs to the mod function. Then a quantum computer computes the mod function with the superposition of \( a \) as an input. Since the superposition of \( a \) includes all possible inputs of \( a \), one calculation of the superposition of \( a \) finishes all possible cases, and writes out a superposition of all the possible outputs \( b \) into slot 3 as

\[ |\pi(f), 0 \vdots 0, \tilde{0} \rangle \rightarrow |\pi(f), a \vdots b, \tilde{0} \rangle. \quad (3.4) \]

We abbreviate the quantum computer state noting the memory state only.

Third, the quantum computer observe \( b \), the state of slot 3, however, if you measure the state, then you lose the superposition of slot 3. Before our observation, slot 3 has a superposition of all possible outputs \( b \) from the superposition of all possible inputs of \( a \). Such a superposition of \( b \) will disappear once it is observed. The slot 3 state reduces to one specific state only. It is called a wave function collapse in quantum mechanics. The quantum computer still obtains some value \( k \) from slot 3, which is an output of the mod function. The wave function collapse changes the quantum computer state as

\[ |\pi(f), a \vdots b, \tilde{0} \rangle \rightarrow |\pi(f), a \vdots k, \tilde{0} \rangle. \quad (3.5) \]

Fourth, the quantum computer changes the superposition of \( a \) at slot 2 due to the wave function collapse in slot 3. Observing slot 3 will cause a change in the state of slot 2. Quantum mechanics says that an observation itself changes a physical state. Slot 2 and 3 are parts of the same quantum computer memory. Thus, observing slot 3 and extracting the information of \( k \) will
cause the wave function collapse at slot 2 as well. Therefore, the slot 2 state reduces from the superposition of all possible inputs of \( a \) to just a superposition of some values of \( a \) that satisfy the mod function with the observed \( k \) at slot 3. Precisely speaking, the superposition of \( a \) means that all possible values of \( a, a + r, a + 2r, \ldots \) satisfying the mod function with the specific value of \( k \) observed at slot 3. Recall that \( r \) is a period of the mod function. Now, the quantum computer state changes as

\[
|\pi(f), a, k, 0\rangle_{\text{slot 2 slot 3}} \rightarrow |\pi(f), \alpha, k, 0\rangle_{\text{slot 2 slot 3}}. \tag{3.6}
\]

Note that \( \alpha \) is the superposition of the values of \( a, a + r, a + 2r, \ldots \).

Fifth, the quantum computer extracts the period \( r \) from slot 2 storing the superposition of the values of \( a, a + r, a + 2r, \ldots \) by the Quantum Fourier Transform and returns the result into the same slot. The Quantum Fourier Transform \( [7] \) transforms the state \( |\alpha\rangle \) at slot 2 as

\[
|\alpha\rangle \rightarrow \frac{1}{\sqrt{2^m}} \sum_{c=0}^{2^m-1} e^{\frac{2\pi i c x}{2^m}} |c\rangle. \tag{3.7}
\]

After the execution of the Quantum Fourier Transform, slot 2 will have a periodic function with the peak of multiples of \( 1/r \) consequently. In other words, if we plot the periodic function, then the first peak is at \( 1/r \), and the second peak is at \( 2 \times 1/r \), and we see a peak at \((\text{integer}) \times 1/r\). Thus, if the slot 2 state is observed, it is likely to obtain a period \( r \).

Sixth, the quantum computer calculates factors of given \( n \) with \( x, r \). The rest of the task can be done by a classical computer as well. Since the period \( r \) is obtained already, quantum computers can find the factors of given \( n \) by \( \gcd(x^{r/2} - 1, n) \) and \( \gcd(x^{r/2} + 1, n) \).

Seventh, if the period \( r \) is not an even number, then we choose another value for \( x \) and repeat the process. As seen, finding the period \( r \) is the key to prime-factor a given \( n \). Shor’s algorithm uses a superposition for that purpose. Although some portion of the algorithm is executable by classical computers as well, only quantum computers can execute the superposition calculation thanks to the qubit system. The unique process of superposition achieves such a high processing speed of quantum computers.
CHAPTER 4
CONCLUSION: QUANTUM COMPUTABILITY

We have discussed a universal quantum computer. Here, we will summarize what the word *universal* means once again. Certain machines are designed and built for specific purposes. For instance, cash registers scan items and add prices at grocery stores. The machines are capable of just one task. Unlike such cash registers, universal computers can perform a variety of tasks. If specific programs are given, then the universal computers execute the programs and complete a variety of tasks such as word processing, music composition, or spreadsheet calculations.

Two important elements distinguish universal computers from machines for specific purposes. The two elements are algorithm and a goal of the task. The algorithm is a finite set of instructions to perform a computable function. A goal of the task is what to achieve or when to finish. For instance, repeating the same calculation one hundred times can be a goal of task.

For a task to be computable, computers must know two elements before they start the task. First, computers need to know a finite step by step instruction regarding how to do the task. Second, computers need to know when they are allowed to stop. The halting problem studies whether a task is computable with a given input and algorithm by an intrinsic reason.

Classical and quantum computers are alike in that both need an algorithm and a goal to complete a task, but different in terms of computability.

In our daily lives, our information transmission is encrypted by the RSA algorithm over the internet. An unauthorized access is possible theoretically, but impossible practically because the decoding process takes a long time. Therefore, the task is not effectively computable by classical computers, and we are safe at present.

It may be, however, possible to decode the encrypted information for quantum computers by using their high speed. Quantum computers will have the capability to make some of the present practically incomputable tasks computable. Therefore, the decoding process may be efficiently computable for quantum computers.

The RSA algorithm uses prime factorization of large numbers, and protects our
information by the difficulty of factoring, however, Shor’s algorithm can reduce that difficulty with quantum computers.

Shor’s algorithm was used to factor 15 into $3 \times 5$ by a quantum computer with 7 qubits in 2001 [11]. Quantum computers and the algorithm achieved the factorization of 21 in 2012 [6]. Various methods of quantum computing and algorithm are factorizing larger numbers one after another, 143 in April 2012 [13], and 56153 in November 2014 [1].

The steps of success of Shor’s algorithm and quantum computers are possibly, at the same time, the steps toward the end of our safety. The success is ironic, because quantum computers and Shor’s algorithm will facilitate the factorization and decoding process. Again, our information security is based on the difficulty of a large number prime-factorization, and that is the exact point quantum computers are trying to break. We are exposing ourselves to danger by our own efforts. When we lose information security, quantum computers and Shor’s algorithm, as we studied in the thesis, may be responsible for it. Technology is always a double-edged sword.
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